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Abstract—Data-driven models provide a powerful and flex-
ible modeling framework for decision making and controls
in industry. However, extracting knowledge from these models
requires development of easily interpretable visualizations. In
this paper, we present a data-driven methodology for modeling
and visualization of relative equipment workload in a biomass
feedstock preprocessing plant. The methodology is designed to
serve in two main fronts: (1) knowledge discovery and data-
mining from instrumentation data, (2) improving situational
awareness during monitoring and control of the plant. We used
Gaussian Processes to create a model of the expected current
overload rate of for each of the electric motors involved in the
plant. The expected number of overloads on each equipment
was used to quantify and visualize the relative workload of the
different components of the system. The visualization is presented
in the form of an intuitive directed graph, whose properties (node
size, position, colors) are driven by overload rates estimations.

Index Terms—Biomass, Feedstock pre-processing, Gaussian
Processes, Graph Visualization

I. INTRODUCTION

Data-driven models provide powerful modeling and analysis
tools for large and complex industrial systems [1] [2] [3] [4].
From a data-analysis perspective, intuitive data visualization
techniques are essential for extracting knowledge from data.
Visual data exploration is essential to formulate hypothesis
about the underlying distributions of the data [5] [6]. Visual-
izations are also an essential tool for understanding data-driven
black-box models [7]

In this paper, we present a methodology for estimating
and visualizing the workload on different components of a
biomass preprocessing plant. The system was developed for
the Biofuels National User Facility Preprocessing Process
Demonstration Unit (PDU), operated by the Idaho National
Laboratory (INL).

Figure 1 shows a simplified diagram of the PDU. The plant
consist of a two stage grinding process (Grinder G1 followed
by Grinder G2) with a series of drag conveyors and screw
conveyors to transport material being processes. A more detail
description can be found in [4].

The PDU performs mechanical size reduction of biomass
feedstock. Size reduction is a fundamental step for the produc-
tion of biofuels [4]. This process helps to increase the bulk
density [8], [9], reduce transportation and storage costs [9]
[10] [11], and influences pellet durability and densification

processes [12]. Size reduction is also required for most of
biomass refinery and combustion technologies [13] [14] [10].

Biomass feedstock presents large variability in terms of
moisture content, ash and particle morphology [15]. The high
variability on the feedstock properties affects the performance
of the grinding process [9] [15] [4]. As a result, the operation
of the PDU is characterized by overloads in the the electric
motors current. These overloads are commonly used by the
engineers at the PDU plant to quantify the workload on the
different equipments.

In this paper, we extend on the work presented in [16] [4].
In [16] a set of fuzzy rules is used to create a relevance
score for the main components of the PDU. The scores are
used to create a directed graph representation of the system.
This methodology provides an intuitive representation of the
system. However, the design of the fuzzy rules used in [16]
can be an exhaustive and subjective process.

In this paper, we replaced the relevance score from [16] with
a Softmax over the predictions of a Gaussian Process (GP).
The Softmax provides an intuitive output that takes the form
of a multinomial probability distribution. With this approach,
a score in the range [0, 1] is assigned to each component of the
PDU. The score obtained by the Softmax is then introduced
in an optimization program to obtain a set of scales.

The presented visualization consists of a directed graph
whose properties (node size, color, node positions) are pro-
portional to the set of scales obtained from the optimization
program. These properties provide an effective way to attract
and focus the attention of the user by displaying the most
relevant information in an intuitive way [17] [16] [18]. The
estimation of the GPs are also presented using contour plots,
providing a visualization of the estimations for the individual
components, trend of the data, and confidence of the estima-
tions [4].

The visualization provides an intuitive way to extract knowl-
edge from data. The visualization also serves as a tool to in-
crease situational awareness [16]. The graph can be used by the
operators of the plant to understand the relative workload for
a particular plant configuration. Understanding the workload
helps the operators to understand the limitations of the system
and focus their efforts on the bottleneck of the system.

The rest of the paper is organized as follows: section II
presents an overview of the Gaussian Process model used
as data-driven mode. Section III describes the presented978-1-5386-5024-0/18/$31.00 c©2018 IEEE



Fig. 1: Process Demonstration Unit (PDU) [4]

methodology for modeling and visualization of the equipment
workload. Section IV presents the results of the visualization.
Section V concludes the paper.

II. GAUSSIAN PROCESS

Gaussian Processes (GP) [19] are particularly appealing
because of their ability to provide estimations of uncertainty. In
[4] Gaussian Processes (GP) with linear mean prior were used
to model and estimate the response of the PDU to different
configurations and control settings.

f (x) ∼ GP (µ(x), k(x,x)) (1)

Given a set of training (f ,X) and testing (f∗,X∗)
datasets, a GP assumes a Multi-variate normal as prior dis-
tribution: [

f
f∗

]
∼ N

([
µ(X)
µ(X∗)

]
,

[
K K∗
K∗ K∗∗

])
(2)

Where K = k(X,X)+σ2
nI , K∗ = k(X,X∗) = k(X∗,X),

K∗∗ = k(X∗,X∗) are matrices obtained by evaluating the
Gaussian kernel:

k (x,x′) = σ2
fexp

(
− (x− x′)2

2l2

)
(3)

The posterior distribution is computed as follows [19]:

p (f∗|X∗,X,f) = N (f∗|µ∗,Σ∗) (4)

µ∗ = µ̂(X∗,X,f) (5)

= µ(X∗) +KT
∗K

−1 (f − µ(X))

Σ∗ = Σ̂(X∗,X,f) (6)

= Σ∗∗ −KT
∗K

−1K∗

Where µ (X) = XW+b is a linear function that is used to
capture the global trend of the system, while the GP captures
local behavior [4]

III. DATA-DRIVEN MODELING AND VISUALIZATION

This section presents the novel data-driven modeling and
visualization methodology developed for estimating and vi-
sualizing the equipment workload on the PDU. Figure 2
shows the diagram of the presented methodology for workload
estimation and visualization. The first stage consist on Spike
(overload) detection. In the second stage, data from the spike

detection algorithm is aggregated to build a dataset. In the
third stage, the dataset is used to build a GP model for
each one of the components of the plant. The GP provides
estimations about the expected rate of spikes that is fed into
the visualization algorithm. The visualization stage creates a
directed graph whose properties are derived from the expected
rate of spikes.

A. Stage 1: Spike Detection
The spike detection algorithm consists of a rolling window

that checks if the current has supprased the FLA (full load
amperage) for the equipment. Routine 1 presents the rolling
window algorithm. RollingWindow calls the SpikeDetection
routine (2) which identifies if a spike is present in the window.

Routine (2) uses a non-maxima suppression [20] in order to
obtain a single signal when a spike occurs. The non-maxima
suppression checks if the value in the middle of the window
is the maximum value on the entire window. This serves as
an useful tool to identify a spike as a single event.

Routine 1: RollingWindow
(
I[t]
)

Input: Current signal I[t], Window size L
Output: Spikes sequence

{
s[t]
}

1: for t = 0 to |I| do
2: W ←

{
I[i]|t− L ≤ i ≤ t+ L

}
3: S[t] = SpikeDetection(W, I[t])
4: end for
5: return Sequence of spike events

{
S[t]

}

Routine 2: SpikeDetection
(
W, I[t]

)
Input: Window W , signal min Imin, signal max Imax

Output: Spikes sequence
{
s[t]
}

1: if I[t] = max(W ) // non-maxima supression
and Imax ≤ I[t] // FLA threshold
and Imin ≤ all(W ) // Ignore start-up

then
2: return true
3: else
4: return false
5: end if



Fig. 2: Overview of the presented methodology

Fig. 3: Visualization Pipeline

B. Stage 2: Data aggregation

The variables used for estimating the rate of spikes are
divided into a set of discrete Xdisc and continuous Xcont

variables:

Xdisc = {G1 screen size,G2 screen size} (7)
Xcont = {Bale moisture content,G1 infeed rate} (8)

Xdisc and Xcont are also the decision/control variables for
running the system [4]. These variables are kept constant while
processing a single bale. This allows us to use aggregate
measurements to build the GP models.

The overload rate λ[i] experienced during the processing of
a bale i is estimated as follows:

λ̄[i] =

∑T
t=0(s[t])

T
(9)

where S[t] is the sequence of spike events obtained using
Routine 1.

C. Stage 3: Gaussian-Process Model

We use Gaussian Processes (GP) with linear mean prior as
a data-driven model for estimating the rate of spikes (λ) for
each one of the M motors of the system [19] [4].

The overload rate λ[m] for each motor m is modeled using a
Gaussian Process. A set of Gaussian Processes

{
GP

[xdisc]
[m]

}
is obtained for each combination of motors m and discrete
variables Xdisc:

λm(xcont) = GP
[xdisc]
[m] (µ(xcont), k(xcont,xcont))

The estimations from the GPs are represented in a compact
vector form λ:

λ =
[
λ1 λ2 . . . λM

]T
(10)

The training dataset is constructed by computing the ag-
gregated overload rate λ̄[i] (Eq. 9) for each one of the bales
i in the dataset. For each one of the motors m, the set of
tuples D(m,xdisc) =

{
(λ̄[i,m,xdisc],Xcont[i,m,xdisc])

}
is

used to construct a dataset (λ,X) that is used to train the
corresponding GP [xdisc]

[m] model.

D. Stage 4: Visualization

Figure 3 shows an overview of the presented methodology
for visualizing the relative workload on the PDU plant. The
visualization consists of a directed graph whose properties are
adjusted according to the estimations made by the GP models.

For visualization, we want to clearly visualize the relative
workload of each one of the components of the system. The
rate of spikes per minute is often used by the engineers at
the PDU plant as a measurement of the equipment workload.
Therefore, we use the GP estimations of expected spikes rate
to estimate the workload of each one of the components. To
obtain a relative workload measurement between the compo-
nents, we apply a Softmax to the estimations of the GP:

σ(λm) =
expE [λm]∑M
j expE [λj ]

(11)

The output from the softmax is a proper multinomial
probability distribution, whose values are in the range [0, 1]
and sum up to one. As the name suggest, the softmax is a soft
version of the max operator, assigning a greater value to the
largest element of the vector λ.

The outputs from the softmax can be easily interpretable as
relative workload measurements. We use these values to create
a visualization of the predicted workload for the system.

The system is visualized using a graph, where each one of
the components of the system is represented as a node [16]. In
order to provide an easily interpretable visualization, we want
the nodes to be scaled according to σ (λ).



Fig. 4: Spike detection on G2 during the processing of a
single bale

The objective of the visualization is to present a graph,
where the scales v of the nodes are as close as possible
to the relative workload measurement σ (λ). In addition, the
scales are desired to have the following constraints: (1) a
lower and upper bound over the individual component scales
vmin ≤ vi ≤ vmax, (2) the scales must sum up to one
1Tv =

∑
m vm = 1. The upper and lower bounds ensure that

all nodes are visible and do not occupy the entire window.
The sum constraint improves interpretability,

We use a cross-entropy to evaluate the difference between
the visualization scales v and the relative workload measure-
ment σ (λ)

H(σ(y),v) = −
∑
i

σ(yi)log (vi) (12)

The scales are found using a constrained convex optimiza-
tion program that minimizes the cross entropy difference 12:

min
v

H(σ(y),v) (13)

s.t. vmin ≤ v
v ≤ vmax

1Tv = 1

It is important to notice that the cross-entropy is not
symmetric, i.e. H(σ(y),v) 6= H(v, σ(y)). For satisfactory
results, it is important that the minimization is performed over
H(σ(y),v) and not over H(v, σ(y))

IV. RESULTS AND DISCUSSION

Figure 4 shows an example of the results obtained using
the spike detection algorithm from section III-A The figure
shows how each spike is detected as a single event, even when
the duration of the overload spans over multiple consecutive
sample points.

We used the visualization scales (v) to create a directed
graph diagram of the components of the system. Figure
5 shows the visualization of the graph for screen sizes
Xdisc = (3.0, 1.0), bale moisture 20% and infeed rate 10%.

The nodes of the directed graph represent the electric motors
involved in the feedstock size-reduction process. G1U and
G1L correspond to the motors present in the first grinder
while G2 represents the motor for grinder two. The rest of
the nodes represent the motors in the screw (SC) and drag
(DC) conveyors that transport the biomass feedstock being
processed.

The scales v (Eq. 13) were used to obtain:
• Scales for the nodes
• Position of the nodes
• Color of the nodes
The scales are mapped to colors using the HSV color space.

The saturation and value are fixed, and v is used to linearly
interpolate between blue (0.0) to orange (1.0)

The vertical positions of the graph were computed using
the Fruchterman-Reingold force-directed algorithm algorithm
[21]. Given the pipeline arrangement of the PDU plant, the
horizontal positions were derived from scales v in incremental
order.

We found a good heuristic for setting the parameters vmax,
vmin to be:

vmax =
A

K
, A > 2 (14)

vmin = 1e−5

where A represents the maximum relative proportion that a
particular node can have with respect all other nodes. vmin

was specified close to zero in order to have strictly positive
scales. We found that the 1Tv = 1 constraint helped to ensure
that the nodes were visible, enforcing that the visualization
area was properly covered.

Figure 5b shows the overload rate estimations for the
given screen sizes. The confidence contour plot served as a
companion tool to the directed graph to visualize the explored
space. The confidence plot alerts the operator of possible
erroneous predictions [4].

The directed graph visualization (Fig. 5a) shows a holistic
view of the predictions of the system. The operator can clearly
see the estimated workload in the different motors without
the need to inspect the individual plots for each GP. On the
other hand, the GP contour plots (Fig.5b) present a detailed
visualization of the estimations for the individual components
of the system. Thanks to the linear mean prior, the GP contour
plots also provide a clear view of the trend of the data w.r.t.
Xcont [4]

The directed graph visualization (Fig. 5a) also displays the
expected the estimated overload rate above the corresponding
nodes. For improved presentation, the estimations were only
displayed for the nodes with the highest workload.

Figure 6 shows the visualization for screen sizes (3.0, 1.0)
when convex optimization (Eq. 13) is not used. The figure
demonstrates that without enforcing the constraints in (13), the
graph becomes hard to read. Some of the nodes occlude each
other while others become small enough to be unreadable.

Figure 7 shows the visualizations for Xdisc = (6.0, 1.0),
bale moisture 20% and infeed rate 10%. The graph clearly



(a) Directed Graph visualization of the motors workload.

(b) GP overload rate estimations for G1U and G2 motors.

Fig. 5: Visualizations for Screen Sizes Xdisc = (3.0, 1.0) and Xcont = (20%, 10%) a) the graph presents the predictions of
the GPs in an easy interpretable way. The operator can have a holistic view of the system at a glance. The graph clearly

shows that G1U, G1L and G2 motors do most of the work. The estimations of the overload rates (shown above the
corresponding nodes) are only displayed for the motors with highest workload. b) The contour plot shows the estimations of
the GPs over the space of Xcont. The white circle represents the point Xcont = (20%, 10%) whose estimations were used to

create the Directed Graph visualization. The confidence plot clearly shows the explored region for Xdisc = (3.0, 1.0).

Fig. 6: Visualization directly using relevance (σ(λ)) without the use of the convex program. We can see that without
enforcing the constraints on the scales, the visualization can potentially become cluttered and hard to read, which is specially

a problem in monitoring applications where situational awareness is required.



(a) Directed graph visualization.

(b) GP overload rate estimations for G1U and G2 motors.

(c) Motor currents during the plant operation

Fig. 7: Visualizations for Screen Sizes Xdisc = (6.0, 1.0) and Xcont = (18%, 9%) a) Graph visualization: in comparison with
figure 5, the graph shows that the workload in G1U and G1L is significantly reduced after increasing the screen size in G1

from 3in to 6in. The graph also shows an increase of relative workload on G2 and SC1. b) GP contour plots: While the
directed graph visualization presents a holistic view of the system, the contour plots of the GPs provide specific information
for each one of the motors. The contour plots also show the global trend for the estimations thanks to the linear mean prior.

c) The currents observed during the operation of the PDU resemble the expected behavior predicted by the GPs and
visualized with the directed graph.



shows an increase of workload on G2, in contrast to the
estimations on Fig. 5. This increase on G2 workload is a
consequence of the change of Screen Size on G1.

Figure 7c shows the measured motor currents during the
operation of the plant with Xdisc = (6.0, 1.0), and Xcont =
(18%, 9%) The figure shows that the behavior of the measured
currents resembled the expected behavior predicted by the
GPs: G2 experienced a higher overload rate, followed by G1U
and SC1. The rest of the motors did not experienced overloads
during the operation. We see that this behavior was clearly
illustrated by the directed graph in figure 7a

Beyond the applications for knowledge discovery and data-
mining, the presented methodology also serves as a powerful
monitoring tool. The intuitive presentation of the predictions
improves situational awareness [16] by providing valuable
feedback to the operators, which can clearly see the interaction
between the different processes and the potential bottlenecks.

The interpretable nature of the methodology makes it suit-
able for its application in controls. The prediction of the
models can be used by a control algorithm to optimize the
production. Understanding the models is essential to design
and understand the decisions made by the control algorithm.
Moreover, interpretability is essential for building trust in a
control algorithm that uses the presented data-driven models
for decision making [22] [23].

V. CONCLUSION

In this paper, we presented an interpretable data-driven
methodology for estimating the workload on the different com-
ponents of a biomass preprocessing plant. The methodology
presents a holistic view of the system in the form of an intuitive
directed graph. Furthermore, for the individual components of
the plant, contour plots were used to provide detail information
about the trend and confidence of the data-driven estimations.

Gaussian Processes were used to build a data-driven model
for estimating the expected over-current rate for each compo-
nent of the PDU system. The predictions from the GP were
used to derive a relative workload measurement. A convex
optimization program was used to derive a set of scales from
the relative workload measurement. The scales were used
to visualize a directed graph, which intuitively showed the
workload on each one of the components of the system. The
convex optimization program ensured a clear and uncluttered
visualization of the directed graph.

Besides knowledge discovery and data-mining, the pre-
sented methodology improves situational awareness for the
operation of the plant. The intuitive and interpretable presen-
tation of the estimations makes it suitable for monitoring and
control applications, where trust and synergy on the human-
system interaction is required.
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