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Abstract. Automatic text classification into predefined categories is an increas-
ingly important task given the vast number of electronic documents available on 
the Internet and enterprise servers. Successful text classification relies heavily 
on the vital task of dimensionality reduction, which aims to improve classifica-
tion accuracy, give greater expression to the classification process, and improve 
classification computational efficiency. In this paper, two algorithms for feature 
selection are presented, based on sampling and weighted sampling that build on 
the C4.5 algorithm. The results demonstrate considerable improvements with 
regard to classification accuracy - up to 10% - compared to traditional algo-
rithms such as C4.5, Naïve Bayes and Support Vector Machines. The classifica-
tion process is performed using the Naïve Bayes model in the space of reduced 
dimensionality. Experiments were carried out using data sets based on the Reu-
ters-21578 collection.  

1 Introduction 

Thanks to the continued growth of digital information and the increasing accessibility, 
the classification of text documents has become a task of great interest to the world. 
The classification task supports key tasks related to electronic trading, search engines, 
antivirus, email, etc. A great deal of research has been devoted to the subject, and a 
variety of solutions proposed that apply or adapt such algorithms as Naïve Bayes [1-
3], K Nearest Neighbors (KNN) [4-7], Support Vector Machines (SVM) [8, 9] and 
Neural Networks [10]. 

The text classification process begins by characterizing the documents. This leads 
to a structured representation that encapsulates the information in them. A reliable 
representation of a document is the result of the extraction and selection of its most 
representative characteristics and its encoding and organization in order to be pro-
cessed by a classification algorithm. Feature extraction is the process of segmentation 
and analysis of the text, from which it is possible to differentiate components such as 



paragraphs, sentences, words, relationships of frequencies, among others, that define 
the document’s content or structure. These components represent the characteristics 
and work at a syntactic or semantic level. The syntactic characteristics (features) refer 
to statistical data on occurrences of segmented components (words or phrases), while 
the semantic features are linked with the sense that they are given and relationships 
that may exist between them. When features have been extracted, it is crucial to 
measure their amount of representativeness (importance), i.e. measure of the degree 
of differentiation that these features provide between the two documents. With this in 
mind, it is determined whether or not features need to be taken into account during the 
classification process. This is the task of feature selection, which predominantly seeks 
to reduce dimensionality, improving the accuracy of the classification process. This 
reduction can also be done by finding nontrivial relationships between features. 

With the feature set defined, each document is differentiated according to its con-
tent and represented so that it can be processed by a classification algorithm. This 
algorithm is responsible for categorizing the content, by using a classifier model that 
is obtained in a training phase with labeled data (with a defined class), or by compar-
ing its similarity to other documents that have a class assigned. 

During the process previously explained, the principal points comprise: 1) manag-
ing of the high dimensionality of the feature sets obtained in the text collections, and 
2) increasing the expressivity of the classification models generated. In seeking to 
alleviate the previously stated problems, this paper presents a review of the state of 
the art and proposes two algorithms that apply C4.5 under the concept of sampling 
and weighted sampling to reduce dimensionality, and build upon Naïve Bayes algo-
rithm for executing the classification process on the reduced feature space. The novel 
method exhibits better results in classification accuracy and generates models that are 
easier to understand by users than the methods typically used. 

The rest of the paper goes as follows. Section 2 presents recent research work re-
lated to text classification. Section 3 describes the proposed algorithm and its varia-
tions. Section 4 describes the data set for evaluation and the comparative analysis 
against C4.5, Naïve Bayes and Support Vector Machines techniques. Finally, the 
conclusions and future work the authors plan to pursue are presented in Section 5. 

2 Related Works 

A very widely based state of the art already exists with regard to automatic text classi-
fication. As a result, there may be a number solutions designed to meet the varied 
challenges this field offers. The following takes a brief look at some established 
methods, first related to document representation (extraction and feature selection) 
and then focused on the task of classification. 

2.1 Document representation: Extraction and Feature Selection 

Many researchers have focused their attention on finding the best representation 
mechanism, knowing that this task is critical to the success of the classification. Vec-



tor Space Model (VSM) based on the model Bag Of Words (BOW), represents a doc-
ument as a vector of words or phrases associated with their frequency of occurrence, 
which is commonly calculated using TF-IDF [6, 11, 12]. VSM is the most used meth-
od, for its simple implementation, easy interpretation and because it achieves highly 
significant condensed document content information [11-13]. However, the infor-
mation it provides is only syntactic in nature and does not take into account the mean-
ing and distribution of terms or structure of the document, in addition to the vectors 
being high-dimensional [1, 14, 15]. Another widely used model is Latent Semantic 
Indexing (LSI), which analyzes co-occurrence of high order to find latent semantic 
relationships between terms. This model finds synonymy and polysemy relationships 
[11, 15, 16] but has a high computational cost [11]. 

As a result of the shortcomings of these methods, there are new proposals which 
explore other data structures and semantic relationships. In [17] a two-level represen-
tation is proposed: building a VSM using TF-IDF terms (syntax), and generating con-
cepts, associating each term, depending on the context, with a corresponding defini-
tion in Wikipedia (semantic). In [14], graphs to represent both content and structure 
are used, supported by WordNet. In [16], the authors also use graphs to represent 
patterns of association between terms. These patterns are roads that are given by the 
co-occurrence of terms in documents belonging to the same class. In [18] BOW is 
extended by analyzing grammatical relations between terms to determine patterns of 
lexical dependency. In [15] a document is represented by a vector that includes con-
cepts, which are combinations of semantically related terms (according to predefined 
syntactic features). The work done [19] in presents a model for feature extraction 
composite (c-features) based on the co-occurrence of pairs of terms for each category, 
regardless of position, order or distance. In [20] the document title importance is high-
lighted and even though its terms may not be high frequency, they propose to assign 
greater weight in the feature matrix (TF-IDF), to the terms that it contains. Similarly 
to [21] except that it analyzes semantically the title to extract concepts before to the 
weighting. 

Other works done in this area apply the concept of clustering. In [9] clusters of 
words closely related at semantic level (based on co-occurrences of terms across cate-
gories) are created and each is treated as a new feature. Some studies have also been 
done in relation to selection measures: the study in [22] concludes that the best per-
formance is obtained when signed X2 and signed information gain are combined. In 
[23] it is determined that the measures in which Naïve Bayes achieves the greatest 
accuracy in the selection task are Multi-class Odds Ratio (MOR) and Class Discrimi-
nating Measure (CDM), CDM being the highest simplicity. 

All the above mentioned proposals seek to enrich the semantic representation of a 
document and emphasize the importance of selecting the really significant features 
prior to classification. However, it is important to note that none of these proposals is 
clear as to whether all selected features are contributing to the classification process, 
which indicates that the level of reduction could be carried out further. In most of the 
work reviewed so far, the selection process and reduction are developed based on the 
analysis of certain metrics such as Information Gain (IG), Mutual Information (MI), 
or generally posting frequency. However, what is not taken into account is the inclu-



sion of a classifier, which could contribute to refine the set of features needed to im-
prove the classification task. In many cases a threshold is required, which is difficult 
to optimally define. In [24], an objective function of feature selection based on proba-
bility is presented, which defines a Bayesian adaptive model selection. However, this 
approach is computationally very expensive.  

2.2 Classification 

In classification there are also many research papers and hence many proposals de-
veloped that revolve around improving the accuracy of the results and reduce compu-
ting costs. In [25], the ISOBagC4.5 algorithm is proposed, which implements Isomap 
for feature reduction and Bagging with C4.5 algorithm for classification. Their results 
are better than Bagging C4.5 but the optimum values are not defined for the parame-
ters and the complexity of the algorithm Isomap is very high. 

In [26] and [27] methods for generating clusters are proposed based on similarity 
of features using K-means (or an extension thereof). Each cluster is trained to gener-
ate a specific classification. These approaches based on clustering have an expensive 
training phase, especially when large and unbalanced data sets are involved. Further-
more, in [10], it is shown how to generate clusters using a neural network using fre-
quency matrix of terms by document. The results improve as the size of the training 
set increases. 

There are other proposals that have sought to extend and enhance traditional classi-
fication algorithms, e.g. [28] proposes the use of KNN with the Mahalanobis distance. 
[29] authors improve K-NN to reduce the search space of the immediate neighbors. In 
[13], the importance of data distribution is highlighted. They use a measure of density 
to increase or decrease the distance between a sample to be classified and its K near-
est neighbors. In this work, the increase in accuracy is more visible as the training set 
grows. [12] describes an algorithm based on KNN classifier with feature selection 
after taking into account the frequency, distribution and concentration of the data. In 
[4], an improved KNN is put forward where the parameter K is optimized based on 
the features selected by cross validation, and that uses IG as a metric for comparison. 
The accuracy of the results is much higher than conventional KNN, but not very sig-
nificant compared with SVM. The work proposed in [30] is based on a graph repre-
sentation where the weights are calculated using KNN (cosine measure) from TF-IDF 
matrix. On average, the results are more accurate than the comparison algorithms 
(including SVM, TSVM, and LP), but in the comparison of accuracy by category it is 
not always better. 

The idea presented in [8] is based on combining SVM and KNN by classification 
in two stages. The first stage uses VPRSVM (SVM based on Variable Precision 
Rough sets - VPRS) to filter noise and partition the feature space by category (accord-
ing to the level of confidence in the assignment of the class). The second stage focus-
es on RKNN (Restrictive K Nearest Neighbor) to reduce class candidates from parti-
tions generated. In [31], the authors propose to construct a combined classifier from 
SVM, Naïve Bayes and Rocchio that trains with positive data and is capable of gener-
ating negative from unlabeled data. 



In [1], a Naïve Bayes Multinomial extension (MNB) is shown, which presents a 
semi-supervised algorithm for learning parameters: Semi-Supervised Frequency Es-
timate (SFE). Precision results obtained do not exceed MNB for all sets of test data. 
In [16], the Higher Order Naïve Bayes (HONB) algorithm is put forward; this algo-
rithm takes advantage of the connectivity of the search terms by chains that co-occur 
among the documents of the same category. This proposal has a search phase connec-
tivity that greatly increases the complexity of Naïve Bayes. 

In [32], the authors present the High Relevance Keyword Extraction (HRKE) 
method to achieve text pre-processing and feature selection. In [33], a modeling lan-
guage based on n-grams applied to the classification is used. In [34], the learning 
process is performed based on  two types of related documents. A set of pre-labeled 
documents and other unlabeled documents set. The method performs automatic classi-
fication of the second data set through knowledge extracted from the features it shares 
with the first. 

Some researchers elaborated more on the metrics used to compare two documents. 
For example, in [35], a generalization of the cosine measure using the Mahalanobis 
distance was proposed. This measure considers the correlation between terms. In [36], 
some measures for the KNN classification according to the results are explored. In 
this document, the authors argue that the choice of metric is dependent on the applica-
tion domain. Other research has been directed toward specific applications of text 
classification. For example, in [2], Naïve Bayes Shrinkage for analysis based on med-
ical diagnoses is presented, while in [3] web classification by Naïve Bayes algorithm 
that handles HTML tags and hyperlinks is presented. In [37], an extension of TF-IDF 
for unbalanced data representation given its distribution for the discovery of behav-
ioral patterns between proteins from published literature is presented. 

3 The Newly Presented Methods 

The method of feature selection (dimensionality reduction) presented in this paper has 
four stages: preprocessing, model generation, feature selection and classification. In 
the following, a detailed description of these stages is presented.  

The method is based on the Terms by Documents Matrix (TDM) commonly used 
in Information Retrieval (IR). This matrix is built in the preprocessing stage. This 
stage use Lucene [38] and includes: terms tokenizer, lower case filter, stop word re-
moval, Porter's stemming  algorithm [39] and the building of the TDM matrix. TDM 
is based on the vector space model [39]. In this model, the documents are designed as 
bags of words, the document collection is represented by a matrix of D-terms by N-
documents, each document is represented by a vector of normalized frequency term 
(tf i) by the inverse document frequency for that term, in what is known as TF-IDF 
value (see Eq. (1)). 
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The proposed method, called 10-WS-C4.5-TDM-NB-TDMR, uses ten (10) sam-
ples obtained with weighting techniques (WS). The document representation model is 
the TDM matrix. Each sample is used to create a specific decision tree based on C4.5 
algorithm. Next, all different attributes in the 10 decision trees are used in order to 
build a reduced TDM matrix of documents (TDMR), and finally, the Naïve Bayes 
(NB) algorithm is used to classify new documents. Fig. 1 shows the general pseudo-
code of this method, including the model generation stage. An alternative method, 
called 10-S-C4.5-TDM-NB-TDMR, uses sampling with replacement (S in the name 
of this method instead of WS in previous one) instead of sampling with weighting, as 
is shown in Fig. 2. The final product of this stage is a list of terms that appears in all 
C4.5 decision trees. This list of terms is a subset of the D-terms in TDM matrix. 
 
Preprocessing 
Read text collection. 
Create a TDM matrix including: Tokenize, lower case  filter, stop word remov-
al, and stemming process. 
 
Model generation 
Assign equal weight to each training instance. 
Initialize list of terms (L). 
For each of I iterations: 

Apply C4.5 to weighted dataset. 
Extract terms (t) from C4.5 tree and include in lis t (L ← L U t). 
Compute error e of model on weighted dataset and st ore error. 
If e equal to zero: 
 Terminate model generation. 
For each instance in dataset: 
 If instance is not classified correctly by model: 
  Multiply weight of instance by e / (1 – e). 
End For 
Normalize weight of all instances. 

End For 
 
Feature Selection 
TDMR ← Reduce TDM matrix to selected terms in List L. 
Build a Naïve Bayes model on TDMR and stored. 
 
Classification 
Predict class of new instances using Naïve Bayes mo del on TDMR representa-
tion.  

Fig. 1. Pseudo-code for 10-WS-C4.5-TDM-NB-TDMR method. 

The next stage, called Feature Selection, focuses on the reduction of the TDM matrix. 
This new TDM matrix is called TDM Reduced (TDMR) and includes only the set of 
terms stored in the previous built list. Then, a Naïve Bayes (NB) model is applied to 
this new matrix (TDMR). Finally, the classification stage occurs when users need to 
classify a new instance (document). The document is represented in the reduced space 
(same terms on TDMR) and classified based on the Naïve Bayes model previously 
built and stored. It should be noted that just one model is needed in the classification 
stage. 

 
Model generation 
Let n be the number of instances in the training da ta. 



Initialize list of terms (L) 
For each of I iterations: 

Sample n instances with replacement from training d ata. 
Apply C4.5 to the sample. 
Extract terms (t) from C4.5 tree and include in lis t (L ← L U t). 

End For 

Fig. 2. Model generation stage in 10-S-C4.5-TDM-NB-TDMR method. 

The proposed method has an estimated time complexity of  in the preprocessing stage,  
in the model generation stage (based on complexity of C4.5 algorithm),  in the feature 
selection stage, and  in the classification stage, where I is the number of iterations 
(C4.5 models), m is the size of the training data, n is the number of attributes of the 
training data, c is the number of classes, and r is the number of attributes of the re-
duced training data (r <<n). In general, the training phase (preprocessing, model gen-
eration, and features selection stages) is, and will therefore have linear complexity 
with regard to the size of the training dataset and have a quadratic complexity with 
regard to the number of attributes in the training dataset. The testing (classification) 
phase is very fast (linear complexity with regard to the number of classes and the 
number of reduced attributes). 

4 Experimentation 

Datasets for assessment: The Reuters-21578 collection is commonly used as a neu-
tral third party classifier, using human editors to classify manually and store thou-
sands of news items. In this research a total of one hundred datasets were randomly 
built (these datasets is called Reuters-100; for details see 
www.unicauca.edu.co/~ccobos/wdc/reuters-100.htm). On average, datasets have 81.2 
documents, 4.9 topics and 1,945 terms. Table 1 shows detailed information from each 
dataset.  

Measures: There are many different methods proposed for measuring the quality 
of classification. Three of the best known are precision, recall and F-measure, com-
monly used in IR [39]. In this research, the measures weighted Precision, weighted 
Recall and weighted F-measure (the harmonic means of precision and recall) are used 
to evaluate the quality of solution. The True Positive Rate, the False Positive Rate, the 
True Negative Rate, and the False Negative Rate were used to compare method re-
sults. 

Results with datasets: The proposed algorithms were compared with C4.5, Naïve 
Bayes, and Support Vector Machines algorithms (all of them available in Weka). 
Table 1 shows detailed results of Precision, Recall, and F-measure for each dataset. 
Table 2 shows general results (mean, standard deviation, minimum value, and maxi-
mum value) of Precision, Recall and F-measure over all datasets. Table 3 shows re-
sults of other important indexes, namely: True Positive Rate (TPR), True Negative 
Rate (TNR), False Positive Rate (FPR), False Negative Rate (FNR), and Receiver 
Operating Characteristic (ROC). Tests were carried out using cross validation with 
10-folds. 



 
* Best results in bold C4.5 NB SVM 10-S-C4.5-TDM -

NB- TDMR 
10-WS-C4.5-TDM -

NB-TDMR 
Id #Docs #Class #Attr  P R F P R F P R F P R F P R F 
0 49 2 1427 0.96 0.96 0.96 0.94 0.94 0.93 0.93 0.92 0.91 0.98 0.98 0.98 1.00 1.00 1.00 
1 103 8 2601 0.83 0.83 0.82 0.78 0.75 0.75 0.87 0.86 0.86 0.94 0.92 0.93 0.82 0.83 0.82 
2 77 4 1824 0.90 0.90 0.90 0.91 0.90 0.89 0.91 0.91 0.91 0.84 0.82 0.82 0.94 0.94 0.94 
3 93 4 2100 0.91 0.90 0.90 0.94 0.94 0.94 0.97 0.97 0.97 0.92 0.90 0.90 0.97 0.97 0.97 
4 78 3 1957 0.92 0.92 0.92 0.91 0.91 0.91 0.87 0.87 0.87 1.00 1.00 1.00 0.97 0.97 0.97 
5 74 7 1989 0.97 0.97 0.97 0.74 0.73 0.73 0.84 0.81 0.81 0.99 0.99 0.99 0.99 0.99 0.99 
6 81 4 1899 0.90 0.91 0.91 0.89 0.89 0.89 0.92 0.93 0.92 0.94 0.95 0.94 0.96 0.98 0.97 
7 91 4 2254 0.95 0.95 0.95 0.82 0.81 0.81 0.86 0.85 0.84 0.84 0.81 0.82 0.92 0.90 0.90 
8 78 6 1993 0.77 0.76 0.76 0.75 0.71 0.71 0.89 0.88 0.89 0.85 0.82 0.82 0.84 0.83 0.83 
9 60 2 1578 0.94 0.93 0.93 0.93 0.92 0.91 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
10 75 7 2156 0.90 0.89 0.89 0.69 0.65 0.64 0.81 0.73 0.71 0.90 0.89 0.89 0.96 0.96 0.96 
11 76 8 1891 0.81 0.80 0.80 0.86 0.84 0.83 0.86 0.82 0.81 0.83 0.82 0.82 0.92 0.91 0.91 
12 102 3 2394 0.95 0.94 0.94 0.92 0.92 0.92 0.96 0.96 0.96 0.96 0.95 0.95 0.98 0.98 0.98 
13 32 2 838 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 1.00 1.00 1.00 
14 71 3 1774 0.96 0.96 0.96 0.93 0.92 0.91 0.92 0.92 0.90 0.97 0.97 0.97 0.97 0.97 0.97 
15 91 3 1968 0.88 0.88 0.88 0.93 0.92 0.92 0.93 0.93 0.93 0.94 0.93 0.94 0.96 0.96 0.96 
16 68 2 1729 1.00 1.00 1.00 0.96 0.96 0.96 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 
17 96 6 2381 0.88 0.88 0.88 0.61 0.60 0.60 0.73 0.69 0.70 0.79 0.79 0.79 0.81 0.80 0.80 
18 52 3 1458 0.97 0.96 0.96 0.89 0.87 0.85 0.88 0.85 0.83 0.97 0.96 0.96 1.00 1.00 1.00 
19 78 6 1898 0.65 0.67 0.65 0.68 0.64 0.62 0.68 0.73 0.69 0.85 0.81 0.81 0.82 0.78 0.77 
20 72 5 1885 0.86 0.88 0.87 0.76 0.76 0.76 0.85 0.85 0.83 0.94 0.94 0.94 0.92 0.93 0.92 
21 28 3 838 0.89 0.93 0.91 0.94 0.96 0.95 0.73 0.86 0.79 0.93 0.96 0.95 0.93 0.96 0.95 
22 63 2 1519 0.96 0.95 0.95 1.00 1.00 1.00 0.98 0.98 0.98 0.95 0.95 0.95 0.97 0.97 0.97 
23 83 6 2264 0.72 0.73 0.72 0.77 0.71 0.71 0.91 0.90 0.90 0.84 0.83 0.83 0.81 0.81 0.81 
24 104 5 2565 0.94 0.93 0.93 0.83 0.76 0.76 0.91 0.91 0.91 0.94 0.93 0.93 0.95 0.95 0.95 
25 62 4 1372 1.00 1.00 1.00 0.90 0.87 0.86 0.92 0.90 0.90 1.00 1.00 1.00 1.00 1.00 1.00 
26 91 3 2189 0.87 0.87 0.87 0.91 0.91 0.91 0.93 0.93 0.93 0.94 0.93 0.93 0.99 0.99 0.99 
27 69 5 1871 0.88 0.87 0.87 0.77 0.74 0.74 0.79 0.78 0.78 0.85 0.84 0.84 0.85 0.86 0.85 
28 41 3 1293 0.94 0.93 0.93 0.98 0.98 0.97 0.88 0.85 0.84 0.98 0.98 0.97 0.98 0.98 0.97 
29 81 5 2028 0.90 0.90 0.90 0.78 0.75 0.76 0.87 0.84 0.83 0.82 0.81 0.81 0.96 0.95 0.95 
30 46 3 1061 0.96 0.98 0.97 0.90 0.91 0.90 0.88 0.89 0.87 0.96 0.98 0.97 0.94 0.96 0.95 
31 73 6 1696 0.81 0.82 0.82 0.78 0.75 0.75 0.84 0.82 0.82 0.90 0.89 0.89 0.90 0.90 0.90 
32 85 5 2008 0.84 0.85 0.84 0.85 0.85 0.84 0.92 0.93 0.92 0.91 0.91 0.91 0.91 0.92 0.91 
33 44 3 1716 1.00 1.00 1.00 0.94 0.93 0.93 0.94 0.93 0.93 0.98 0.98 0.98 0.98 0.98 0.98 
34 103 9 2445 0.94 0.93 0.93 0.70 0.70 0.69 0.82 0.81 0.81 0.97 0.98 0.98 0.94 0.94 0.94 
35 84 7 2045 0.67 0.68 0.66 0.79 0.76 0.76 0.73 0.79 0.76 0.84 0.83 0.84 0.84 0.83 0.83 
36 33 3 945 1.00 1.00 1.00 0.86 0.82 0.80 0.88 0.85 0.84 1.00 1.00 1.00 1.00 1.00 1.00 
37 110 8 2317 0.85 0.85 0.84 0.75 0.71 0.71 0.83 0.82 0.81 0.93 0.93 0.93 0.92 0.92 0.92 
38 99 6 2290 0.93 0.91 0.91 0.75 0.71 0.71 0.83 0.79 0.78 0.88 0.87 0.87 0.94 0.94 0.94 
39 103 5 2584 0.88 0.87 0.87 0.84 0.82 0.82 0.87 0.85 0.85 0.93 0.92 0.92 0.94 0.94 0.94 
40 103 6 2261 0.82 0.79 0.79 0.73 0.72 0.72 0.88 0.84 0.85 0.80 0.80 0.79 0.87 0.85 0.86 
41 72 4 1651 0.93 0.92 0.91 0.89 0.83 0.83 0.90 0.88 0.87 0.97 0.97 0.97 0.99 0.99 0.99 
42 32 4 981 0.94 0.97 0.95 0.83 0.84 0.83 0.89 0.91 0.89 0.91 0.94 0.92 0.89 0.91 0.89 
43 65 6 1949 0.87 0.83 0.82 0.70 0.65 0.66 0.73 0.66 0.61 0.94 0.94 0.93 0.91 0.91 0.91 
44 92 8 2209 0.85 0.86 0.85 0.75 0.72 0.72 0.88 0.89 0.89 0.92 0.90 0.90 0.89 0.89 0.89 
45 51 2 1146 1.00 1.00 1.00 0.96 0.96 0.96 0.96 0.96 0.96 1.00 1.00 1.00 1.00 1.00 1.00 
46 55 2 1476 0.90 0.89 0.89 0.97 0.96 0.96 0.98 0.98 0.98 0.98 0.98 0.98 0.93 0.93 0.93 
47 75 4 1620 0.97 0.97 0.97 0.81 0.80 0.80 0.90 0.89 0.89 0.95 0.95 0.95 0.96 0.96 0.96 
48 82 4 1824 0.97 0.96 0.96 0.91 0.90 0.90 0.96 0.95 0.95 0.96 0.95 0.95 0.95 0.95 0.95 
49 77 6 1796 0.87 0.87 0.87 0.78 0.74 0.75 0.80 0.78 0.78 0.90 0.88 0.88 0.94 0.92 0.92 
50 80 2 1971 0.99 0.99 0.99 0.95 0.95 0.95 0.98 0.98 0.98 0.99 0.99 0.99 1.00 1.00 1.00 
51 61 4 1665 0.80 0.84 0.81 0.83 0.82 0.81 0.82 0.84 0.81 0.87 0.87 0.87 0.89 0.90 0.90 
52 71 3 1781 0.99 0.99 0.99 0.96 0.96 0.96 0.94 0.93 0.93 0.99 0.99 0.99 0.99 0.99 0.99 
53 104 9 2422 0.81 0.81 0.80 0.82 0.81 0.79 0.87 0.87 0.86 0.86 0.86 0.85 0.91 0.90 0.90 
54 105 7 2036 0.84 0.84 0.84 0.82 0.81 0.81 0.89 0.88 0.88 0.89 0.89 0.89 0.85 0.83 0.83 
55 96 7 2238 0.88 0.88 0.87 0.80 0.75 0.76 0.93 0.92 0.92 0.85 0.84 0.84 0.91 0.90 0.90 
56 105 7 2105 0.84 0.83 0.83 0.68 0.66 0.67 0.78 0.74 0.74 0.90 0.89 0.89 0.82 0.80 0.80 
57 86 6 2217 0.86 0.84 0.83 0.86 0.80 0.80 0.90 0.88 0.87 0.89 0.88 0.88 0.95 0.94 0.94 
58 115 6 2605 0.87 0.87 0.87 0.77 0.73 0.73 0.90 0.89 0.88 0.93 0.92 0.92 0.90 0.89 0.89 
59 89 7 2115 0.72 0.71 0.71 0.73 0.73 0.72 0.79 0.78 0.74 0.89 0.90 0.90 0.90 0.89 0.89 
60 95 6 2256 0.78 0.77 0.77 0.75 0.72 0.72 0.80 0.76 0.75 0.94 0.94 0.94 0.91 0.91 0.91 
61 102 5 2410 0.94 0.93 0.93 0.82 0.76 0.76 0.86 0.84 0.83 0.92 0.92 0.92 0.93 0.92 0.92 
62 56 4 1445 0.95 0.96 0.96 0.91 0.93 0.92 0.89 0.89 0.88 0.98 0.98 0.98 0.96 0.98 0.97 
63 100 6 2128 0.87 0.85 0.85 0.76 0.77 0.76 0.87 0.87 0.86 0.89 0.88 0.88 0.80 0.81 0.80 
64 76 4 1963 0.88 0.88 0.88 0.87 0.87 0.87 0.92 0.91 0.90 0.92 0.92 0.92 0.92 0.92 0.92 
65 120 3 2744 0.98 0.98 0.97 0.91 0.89 0.89 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
66 68 3 1968 0.94 0.94 0.94 0.83 0.81 0.81 0.95 0.94 0.94 0.96 0.96 0.96 0.96 0.96 0.95 
67 78 6 1936 0.87 0.86 0.86 0.72 0.71 0.71 0.84 0.82 0.82 0.94 0.94 0.94 0.90 0.90 0.89 
68 69 6 1508 0.91 0.86 0.86 0.80 0.78 0.78 0.83 0.83 0.82 0.90 0.88 0.88 0.89 0.87 0.87 
69 65 2 1799 1.00 1.00 1.00 0.93 0.92 0.92 0.99 0.98 0.98 1.00 1.00 1.00 1.00 1.00 1.00 
70 94 8 2249 0.75 0.76 0.75 0.65 0.63 0.62 0.80 0.83 0.81 0.79 0.79 0.78 0.81 0.82 0.81 
71 76 4 2000 0.84 0.83 0.83 0.86 0.86 0.86 0.91 0.91 0.91 0.92 0.92 0.92 0.97 0.97 0.97 
72 60 2 1231 0.97 0.97 0.97 1.00 1.00 1.00 0.95 0.95 0.95 0.97 0.97 0.97 0.98 0.98 0.98 
73 119 7 2757 0.83 0.82 0.81 0.84 0.82 0.82 0.93 0.92 0.92 0.91 0.90 0.90 0.91 0.90 0.90 
74 86 6 2033 0.79 0.77 0.77 0.67 0.65 0.65 0.74 0.72 0.72 0.83 0.78 0.77 0.79 0.78 0.78 
75 76 3 1645 0.86 0.86 0.85 0.96 0.96 0.96 0.92 0.96 0.94 0.98 0.97 0.97 0.99 0.99 0.99 
76 89 7 2161 0.77 0.74 0.75 0.72 0.66 0.67 0.78 0.76 0.77 0.87 0.87 0.86 0.89 0.89 0.89 
77 77 5 1833 0.97 0.97 0.97 0.90 0.88 0.88 0.93 0.92 0.92 1.00 1.00 1.00 0.99 0.99 0.99 
78 91 7 2300 0.85 0.86 0.85 0.78 0.78 0.78 0.90 0.87 0.87 0.91 0.91 0.91 0.82 0.82 0.82 
79 73 8 1759 0.80 0.78 0.78 0.75 0.70 0.70 0.68 0.70 0.68 0.87 0.86 0.86 0.86 0.85 0.84 
80 91 7 2245 0.92 0.91 0.91 0.78 0.76 0.76 0.87 0.88 0.87 0.95 0.96 0.95 0.95 0.96 0.95 



81 120 4 2582 0.95 0.95 0.95 0.89 0.84 0.85 0.95 0.95 0.95 0.98 0.98 0.97 0.96 0.96 0.96 
82 86 3 1532 0.88 0.88 0.88 0.97 0.97 0.96 0.95 0.95 0.95 0.94 0.93 0.93 0.98 0.98 0.98 
83 87 9 2057 0.77 0.74 0.72 0.65 0.68 0.66 0.73 0.77 0.74 0.78 0.76 0.76 0.71 0.74 0.72 
84 80 4 2055 0.84 0.84 0.84 0.90 0.90 0.90 0.92 0.91 0.91 0.95 0.95 0.95 0.96 0.96 0.96 
85 104 6 1890 0.77 0.77 0.77 0.88 0.87 0.86 0.94 0.94 0.94 0.96 0.96 0.96 0.93 0.92 0.92 
86 107 5 2486 0.88 0.88 0.88 0.91 0.90 0.90 0.91 0.91 0.90 0.86 0.86 0.86 0.91 0.90 0.90 
87 83 7 1642 0.82 0.83 0.82 0.82 0.82 0.81 0.83 0.82 0.82 0.93 0.94 0.93 0.90 0.90 0.90 
88 63 4 1904 0.91 0.90 0.90 0.85 0.79 0.78 0.80 0.76 0.73 0.93 0.92 0.92 0.97 0.97 0.97 
89 105 5 2599 0.93 0.92 0.92 0.84 0.81 0.81 0.92 0.91 0.91 0.93 0.92 0.92 0.92 0.91 0.92 
90 53 4 1465 0.95 0.96 0.95 0.87 0.89 0.88 0.88 0.89 0.88 1.00 1.00 1.00 0.96 0.98 0.97 
91 120 4 2149 0.90 0.90 0.90 0.93 0.93 0.93 0.96 0.96 0.96 0.97 0.97 0.97 0.98 0.98 0.98 
92 100 3 2166 1.00 1.00 1.00 0.94 0.94 0.94 0.95 0.95 0.95 1.00 1.00 1.00 1.00 1.00 1.00 
93 68 3 1371 0.97 0.97 0.97 0.96 0.96 0.96 0.96 0.96 0.96 0.99 0.99 0.99 0.99 0.99 0.99 
94 120 4 2284 0.96 0.96 0.96 0.93 0.93 0.93 0.98 0.98 0.97 0.93 0.93 0.93 0.98 0.98 0.98 
95 83 4 2211 0.91 0.90 0.90 0.81 0.78 0.78 0.88 0.87 0.86 0.89 0.89 0.89 0.92 0.90 0.90 
96 91 7 2188 0.78 0.76 0.75 0.87 0.87 0.86 0.87 0.85 0.85 0.91 0.91 0.91 0.92 0.92 0.92 
97 101 9 2187 0.67 0.65 0.65 0.71 0.67 0.68 0.75 0.76 0.73 0.80 0.78 0.78 0.79 0.78 0.78 
98 80 3 2027 0.99 0.99 0.99 0.89 0.89 0.89 0.96 0.95 0.95 0.98 0.98 0.97 0.95 0.95 0.95 
99 95 4 2226 0.86 0.85 0.85 0.85 0.83 0.83 0.94 0.94 0.94 0.98 0.98 0.98 0.97 0.97 0.97 

Table 1. Description of Datasets (#Docs for number of documents, #Class for number of 
classes, #Attr for number of attributes, P for Precision, R for Recall and F for F-Measure) 

 C4.5 NB SVM 10-S-C4.5-TDM -
NB- TDMR 

10-WS-C4.5-
TDM-NB-TDMR 

 P R F P R F P R F P R F P R F 
Mean 0.89 0.88 0.88 0.84 0.82 0.82 0.88 0.88 0.87 0.92 0.92 0.92 0.93 0.93 0.92 

Std.Dev. 0.08 0.08 0.08 0.09 0.10 0.10 0.07 0.08 0.08 0.06 0.06 0.06 0.06 0.06 0.06 
Min 0.65 0.65 0.65 0.61 0.60 0.60 0.68 0.66 0.61 0.78 0.76 0.76 0.71 0.74 0.72 
Max 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 

Table 2. General Results Part I: Number of documents (#Docs), number of classes (#Class), 
number of attributes (#Attr), Precision (P), Recall (R), and F-Measure (F). 

* Best results in bold TPR TNR FPR FNR ROC 
C4.5 0.884 0.962 0.038 0.116 0.926 
NB 0.824 0.932 0.068 0.176 0.904 
SVM 0.876 0.934 0.066 0.124 0.927 
10-S-C4.5-TDM-NB- TDMR 0.920 0.975 0.025 0.080 0.981 
10-WS-C4.5-TDM-NB-TDMR 0.927 0.977 0.023 0.073 0.985 

Table 3. General Results Part II. 

On average, the results on all 100 datasets show that 10-WS-C4.5-TDM-NB-
TDMR and 10-S-C4.5-TDM-NB- TDMR are better (based on all index: precision, 
recall, f-measure, true positive rate, true negative rate, false positive rate, false nega-
tive rate, and receiver operating characteristics) than other methods; therefore, the 
general performance of the proposed methods are better in Reuters-100 collection. 
Improvements in precision, recall, F-measure, TPR, and FNR are between 4% and 
10%. Improvements in TNR and FPR are between 1.5% and 4.5%. Improvements in 
ROC are between 6% and 8%.  

The feature selection process allows a more understandable model to be obtained. 
The models are more compact and clear to users. They are also very light and compu-
tationally very cheap (in classification stage). With 10-S-C4.5-TDM-NB-TDMR the 
average feature reduction is 99.06%. For example, the data set 92 with 2166 attributes 
is reduced to 3 attributes and the data set 35 with 2045 attributes is reduced to 47 
attributes. 

Some specific datasets do not follow the general tendency, for example, dataset 
number 1 shows better results for 10-S-C4.5-TDM-NB-TDMR and then for SVM. 



Therefore, it is necessary to review the pruned process on C4.5 trees and some tuning 
parameters (for example the number of iterations or models). Also, it is necessary to 
use concepts instead of terms in the Term by Document Matrix (TDM) e.g. using 
tools based on science mapping to identify the concepts [40]. 

5 Conclusions and future work 

Two novel methods for feature selection and text classification, called 10-S-C4.5-
TDM-NB-TDMR and 10-WS-C4.5-TDM-NB-TDMR, were presented in this paper. 
These approaches are aimed at applications such as spam filtering, where additional 
clarity, efficiency, and ease of use is needed for human operators to be effective. The 
methods presented were tested on publicly available datasets (Reuters-100). Compari-
sons with C4.5, Naïve Bayes, and Support Vector Machine techniques demonstrated 
consistent improvements of up to 10% in precision, recall and F-measure. TPR (true 
positive rates), FNR (false negative rates), and ROC (receiver operating characteris-
tic), demonstrated similar improvements. 

As future work, the authors are planning on including ontologies and parts of 
speech detection techniques in the preprocessing stage. Also, a detailed study will be 
conducted to define the best value for number of iterations or number of models it is 
required to use in the model generation stage. It is necessary to evaluate the proposed 
model over different test sets, such as LingSpam, and evaluate other combinations of 
models, e.g. C4.5 with Neural Networks or CART with Naïve Bayes. Finally, tuning 
some parameters of C4.5 and Naïve Bayes algorithms in order to increase the accura-
cy of the entire method will be considered. 
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