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Abstract. Automatic text classification into predefined @aiges is an increas-
ingly important task given the vast number of elatic documents available on
the Internet and enterprise servers. Successftictagsification relies heavily
on the vital task of dimensionality reduction, whigims to improve classifica-
tion accuracy, give greater expression to the ifleagson process, and improve
classification computational efficiency. In thispes, two algorithms for feature
selection are presented, based on sampling andtedigampling that build on
the C4.5 algorithm. The results demonstrate corsiderimprovements with
regard to classification accuracy - up to 10% - parad to traditional algo-
rithms such as C4.5, Naive Bayes and Support VecamhMes. The classifica-
tion process is performed using the Naive Bayes hindae space of reduced
dimensionality. Experiments were carried out usiatp sets based on the Reu-
ters-21578 collection.

1 Introduction

Thanks to the continued growth of digital inforneaitiand the increasing accessibility,
the classification of text documents has becomeshk of great interest to the world.
The classification task supports key tasks reladeslectronic trading, search engines,
antivirus, email, etc. A great deal of research liesn devoted to the subject, and a
variety of solutions proposed that apply or adaghsalgorithms as Naive Bayes [1-
3], K Nearest Neighbors (KNN) [4-7], Support Vectdachines (SVM) [8, 9] and
Neural Networks [10].

The text classification process begins by chareitey the documents. This leads
to a structured representation that encapsulatesnformation in them. A reliable
representation of a document is the result of tieaetion and selection of its most
representative characteristics and its encoding aagdnization in order to be pro-
cessed by a classification algorithm. Feature etitna is the process of segmentation
and analysis of the text, from which it is possiteifferentiate components such as
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paragraphs, sentences, words, relationships ofiérezies, among others, that define
the document’s content or structure. These comgermepresent the characteristics
and work at a syntactic or semantic level. Theastit characteristics (features) refer
to statistical data on occurrences of segmentegooents (words or phrases), while
the semantic features are linked with the sensetlieyy are given and relationships
that may exist between them. When features have bk&&acted, it is crucial to
measure their amount of representativeness (impmejai.e. measure of the degree
of differentiation that these features provide Etwthe two documents. With this in
mind, it is determined whether or not features rtedok taken into account during the
classification process. This is the task of feasglection, which predominantly seeks
to reduce dimensionality, improving the accuracytted classification process. This
reduction can also be done by finding nontrivid¢dtienships between features.

With the feature set defined, each document i®uifftiated according to its con-
tent and represented so that it can be processed digssification algorithm. This
algorithm is responsible for categorizing the cantéy using a classifier model that
is obtained in a training phase with labeled daiish(a defined class), or by compar-
ing its similarity to other documents that havdass assigned.

During the process previously explained, the ppatpoints comprise: 1) manag-
ing of the high dimensionality of the feature sefi¢ained in the text collections, and
2) increasing the expressivity of the classificatimodels generated. In seeking to
alleviate the previously stated problems, this papesents a review of the state of
the art and proposes two algorithms that apply GChder the concept of sampling
and weighted sampling to reduce dimensionality, lamitd upon Naive Bayes algo-
rithm for executing the classification process loa teduced feature space. The novel
method exhibits better results in classificationuaacy and generates models that are
easier to understand by users than the methodsatiypused.

The rest of the paper goes as follows. SectioneBeuts recent research work re-
lated to text classification. Section 3 describies proposed algorithm and its varia-
tions. Section 4 describes the data set for evialuand the comparative analysis
against C4.5, Naive Bayes and Support Vector Mashiechniques. Finally, the
conclusions and future work the authors plan tepeiare presented in Section 5.

2 Related Works

A very widely based state of the art already existh regard to automatic text classi-
fication. As a result, there may be a number sohstidesigned to meet the varied
challenges this field offers. The following takesbaef look at some established
methods, first related to document representatedtrgction and feature selection)
and then focused on the task of classification.

2.1 Document representation: Extraction and Feature Seiction

Many researchers have focused their attention odirfg the best representation
mechanism, knowing that this task is critical te #uccess of the classification. Vec-



tor Space Model (VSM) based on the model Bag Ofd§¢BOW), represents a doc-
ument as a vector of words or phrases associatidthgir frequency of occurrence,
which is commonly calculated using TF-IDF [6, 12].1VSM is the most used meth-
od, for its simple implementation, easy interpiietatand because it achieves highly
significant condensed document content informafibh-13]. However, the infor-
mation it provides is only syntactic in nature alwks not take into account the mean-
ing and distribution of terms or structure of ttecdment, in addition to the vectors
being high-dimensional [1, 14, 15]. Another widelgyed model is Latent Semantic
Indexing (LSI), which analyzes co-occurrence ofhh@yder to find latent semantic
relationships between terms. This model finds symgnand polysemy relationships
[11, 15, 16] but has a high computational cost [11]

As a result of the shortcomings of these methdusetare new proposals which
explore other data structures and semantic reltips. In [17] a two-level represen-
tation is proposed: building a VSM using TF-IDFnter (syntax), and generating con-
cepts, associating each term, depending on thexipntith a corresponding defini-
tion in Wikipedia (semantic). In [14], graphs tgresent both content and structure
are used, supported by WordNet. In [16], the agthalso use graphs to represent
patterns of association between terms. These pattee roads that are given by the
co-occurrence of terms in documents belonging éoshme class. In [18] BOW is
extended by analyzing grammatical relations betweems to determine patterns of
lexical dependency. In [15] a document is represkity a vector that includes con-
cepts, which are combinations of semantically eglg¢erms (according to predefined
syntactic features). The work done [19] in presentsiodel for feature extraction
composite (c-features) based on the co-occurrehpais of terms for each category,
regardless of position, order or distance. In fp@]document title importance is high-
lighted and even though its terms may not be highufency, they propose to assign
greater weight in the feature matrix (TF-IDF), ke tterms that it contains. Similarly
to [21] except that it analyzes semantically thie tio extract concepts before to the
weighting.

Other works done in this area apply the conceptlagtering. In [9] clusters of
words closely related at semantic level (basedosaacurrences of terms across cate-
gories) are created and each is treated as a rméurde Some studies have also been
done in relation to selection measures: the stad2] concludes that the best per-
formance is obtained when signed X2 and signedrimdition gain are combined. In
[23] it is determined that the measures in whichividaBayes achieves the greatest
accuracy in the selection task are Multi-class ORdso (MOR) and Class Discrimi-
nating Measure (CDM), CDM being the highest simiplic

All the above mentioned proposals seek to enriehsgmantic representation of a
document and emphasize the importance of selethi@geally significant features
prior to classification. However, it is importawt mote that none of these proposals is
clear as to whether all selected features are ibotitrg to the classification process,
which indicates that the level of reduction couldarried out further. In most of the
work reviewed so far, the selection process andataeh are developed based on the
analysis of certain metrics such as InformationnG#), Mutual Information (Ml),
or generally posting frequency. However, what is taien into account is the inclu-



sion of a classifier, which could contribute toimefthe set of features needed to im-
prove the classification task. In many cases astiolel is required, which is difficult
to optimally define. In [24], an objective functio feature selection based on proba-
bility is presented, which defines a Bayesian asaphodel selection. However, this
approach is computationally very expensive.

2.2 Classification

In classification there are also many research gaped hence many proposals de-
veloped that revolve around improving the accuraftthe results and reduce compu-
ting costs. In [25], the ISOBagC4.5 algorithm isgposed, which implements Isomap
for feature reduction and Bagging with C4.5 aldomtfor classification. Their results
are better than Bagging C4.5 but the optimum vatwesnot defined for the parame-
ters and the complexity of the algorithm Isomapesy high.

In [26] and [27] methods for generating clusters proposed based on similarity
of features using K-means (or an extension theré&afth cluster is trained to gener-
ate a specific classification. These approachescas clustering have an expensive
training phase, especially when large and unbathdega sets are involved. Further-
more, in [10], it is shown how to generate clustesgg a neural network using fre-
quency matrix of terms by document. The resultsrowp as the size of the training
set increases.

There are other proposals that have sought to @xted enhance traditional classi-
fication algorithms, e.g. [28] proposes the us&BN with the Mahalanobis distance.
[29] authors improve K-NN to reduce the search sgEdhe immediate neighbors. In
[13], the importance of data distribution is higtited. They use a measure of density
to increase or decrease the distance between destoripe classified and its K near-
est neighbors. In this work, the increase in acuis more visible as the training set
grows. [12] describes an algorithm based on KNNssifeer with feature selection
after taking into account the frequency, distribntand concentration of the data. In
[4], an improved KNN is put forward where the paeden K is optimized based on
the features selected by cross validation, anduses$ IG as a metric for comparison.
The accuracy of the results is much higher tharventional KNN, but not very sig-
nificant compared with SVM. The work proposed if®][& based on a graph repre-
sentation where the weights are calculated usinyl Kdbsine measure) from TF-IDF
matrix. On average, the results are more acculate the comparison algorithms
(including SVM, TSVM, and LP), but in the comparisof accuracy by category it is
not always better.

The idea presented in [8] is based on combining SAf/d KNN by classification
in two stages. The first stage uses VPRSVM (SVMeHasn Variable Precision
Rough sets - VPRS) to filter noise and partitiom fibature space by category (accord-
ing to the level of confidence in the assignmenthefclass). The second stage focus-
es on RKNN (Restrictive K Nearest Neighbor) to melglass candidates from parti-
tions generated. In [31], the authors propose twstrtact a combined classifier from
SVM, Naive Bayes and Rocchio that trains with pesitiata and is capable of gener-
ating negative from unlabeled data.



In [1], a Naive Bayes Multinomial extension (MNB) $hown, which presents a
semi-supervised algorithm for learning paramet&emi-Supervised Frequency Es-
timate (SFE). Precision results obtained do noeeddVINB for all sets of test data.
In [16], the Higher Order Naive Bayes (HONB) algjom is put forward; this algo-
rithm takes advantage of the connectivity of thersle terms by chains that co-occur
among the documents of the same category. Thioopabhas a search phase connec-
tivity that greatly increases the complexity of WaBayes.

In [32], the authors present the High Relevance wey Extraction (HRKE)
method to achieve text pre-processing and feaelextion. In [33], a modeling lan-
guage based on n-grams applied to the classifitaicused. In [34], the learning
process is performed based on two types of relddedments. A set of pre-labeled
documents and other unlabeled documents set. THedhperforms automatic classi-
fication of the second data set through knowledgeaeted from the features it shares
with the first.

Some researchers elaborated more on the metridssais®mpare two documents.
For example, in [35], a generalization of the cesimeasure using the Mahalanobis
distance was proposed. This measure considersthelation between terms. In [36],
some measures for the KNN classification accordinghe results are explored. In
this document, the authors argue that the choiceedfic is dependent on the applica-
tion domain. Other research has been directed tbwpecific applications of text
classification. For example, in [2], Naive BayesiSitage for analysis based on med-
ical diagnoses is presented, while in [3] web dfmsdion by Naive Bayes algorithm
that handles HTML tags and hyperlinks is presenitefi37], an extension of TF-IDF
for unbalanced data representation given its istion for the discovery of behav-
ioral patterns between proteins from publisheddiigre is presented.

3  The Newly Presented Methods

The method of feature selection (dimensionalityurgithn) presented in this paper has
four stages: preprocessing, model generation, featelection and classification. In
the following, a detailed description of these st presented.

The method is based on the Terms by Documents M@BHM) commonly used
in Information Retrieval (IR). This matrix is builb the preprocessing stage. This
stage use Lucene [38] and includes: terms tokenliaeer case filter, stop word re-
moval, Porter's stemming algorithm [39] and théddig of the TDM matrix. TDM
is based on the vector space model [39]. In thidehdhe documents are designed as
bags of words, the document collection is represktbty a matrix of D-terms by N-
documents, each document is represented by a vettwrmalized frequency term
(tf;}) by the inverse document frequency for that temmwhat is known as TF-IDF
value (see Eq. (1)).

W = freq X|O{ N]
' max(freq) n +1 )



The proposed method, called 10-WS-C4.5-TDM-NB-TDMRes ten (10) sam-
ples obtained with weighting techniques (WS). Thewment representation model is
the TDM matrix. Each sample is used to create aifipelecision tree based on C4.5
algorithm. Next, all different attributes in the #@i@cision trees are used in order to
build a reduced TDM matrix of documents (TDMR), dimthlly, the Naive Bayes
(NB) algorithm is used to classify new documefdg. 1 shows the general pseudo-
code of this method, including the model generastage. An alternative method,
called 10-S-C4.5-TDM-NB-TDMR, uses sampling wittpl@cement (S in the name
of this method instead of WS in previous one) iadtef sampling with weighting, as
is shown inFig. 2. The final product of this stage is a list of terthat appears in all
C4.5 decision trees. This list of terms is a sub§éte D-terms in TDM matrix.

Preprocessing

Read text collection.

Create a TDM matrix including: Tokenize, lower case filter, stop word remov-
al, and stemming process.

Mbdel generation
Assign equal weight to each training instance.
Initialize list of terms (L).
For each of | iterations:
Apply C4.5 to weighted dataset.
Extract terms (t) from C4.5 tree and include in lis t(L <LUY).
Compute error e of model on weighted dataset and st ore error.
If e equal to zero:
Terminate model generation.
For each instance in dataset:
If instance is not classified correctly by model:
Multiply weight of instance by e / (1 —e).
End For
Normalize weight of all instances.
End For

Feature Sel ection
TDMR - Reduce TDM matrix to selected terms in List L.
Build a Naive Bayes model on TDMR and stored.

Cl assification
Predict class of new instances using Naive Bayes mo del on TDMR representa-
tion.

Fig. 1. Pseudo-code for 10-WS-C4.5-TDM-NB-TDMR method.

The next stage, called Feature Selection, focusdbeoreduction of the TDM matrix.
This new TDM matrix is called TDM Reduced (TDMR)dcaimcludes only the set of
terms stored in the previous built list. Then, awdaBayes (NB) model is applied to
this new matrix (TDMR). Finally, the classificatimtage occurs when users need to
classify a new instance (document). The documergpgesented in the reduced space
(same terms on TDMR) and classified based on thigeNBayes model previously
built and stored. It should be noted that just ora#lel is needed in the classification
stage.

Model generation
Let n be the number of instances in the training da ta.




Initialize list of terms (L)
For each of | iterations:

Sample n instances with replacement from training d ata.

Apply C4.5 to the sample.

Extract terms (t) from C4.5 tree and include in lis t(L ~LUY.
End For

Fig. 2. Model generation stage in 10-S-C4.5-TDM-NB-TDMRthul.

The proposed method has an estimated time complekiin the preprocessing stage,
in the model generation stage (based on complexki€4.5 algorithm), in the feature
selection stage, and in the classification stagesre | is the number of iterations
(C4.5 models), m is the size of the training dat#és the number of attributes of the
training data, c is the number of classes, andthésnumber of attributes of the re-
duced training data (r <<n). In general, the tragnphase (preprocessing, model gen-
eration, and features selection stages) is, andthétefore have linear complexity
with regard to the size of the training dataset hade a quadratic complexity with
regard to the number of attributes in the trainitagaset. The testing (classification)
phase is very fast (linear complexity with regaodtte number of classes and the
number of reduced attributes).

4 Experimentation

Datasets for assessmenThe Reuters-21578 collection is commonly used agu-
tral third party classifier, using human editorsctassify manually and store thou-
sands of news items. In this research a total effumdred datasets were randomly
built  (these  datasets is called Reuters-100;  for tailde see
www.unicauca.edu.co/~ccobos/wdc/reuters-100.htm)a@rage, datasets have 81.2
documents, 4.9 topics and 1,945 terfirable 1 shows detailed information from each
dataset.

Measures There are many different methods proposed forsoméag the quality
of classification. Three of the best known are gieq, recall and F-measure, com-
monly used in IR [39]. In this research, the measureighted Precision, weighted
Recall and weighted F-measure (the harmonic mefpiecision and recall) are used
to evaluate the quality of solution. The True ResiRate, the False Positive Rate, the
True Negative Rate, and the False Negative Rate weed to compare method re-
sults.

Results with datasets The proposed algorithms were compared with C¥&ye
Bayes, and Support Vector Machines algorithms g¢élthem available in Weka).
Table 1 shows detailed results of Precision, Recall, andelasure for each dataset.
Table 2 shows general results (mean, standard deviationimum value, and maxi-
mum value) of Precision, Recall and F-measure allatatasetsTable 3 shows re-
sults of other important indexes, namely: True fasiRate (TPR), True Negative
Rate (TNR), False Positive Rate (FPR), False Negdfate (FNR), and Receiver
Operating Characteristic (ROC). Tests were caraetiusing cross validation with
10-folds.



* Best result in bolo C4ct NB SVM 1C-S-C4.5-TDM - 1C-WS-C4.E-TDM -
NB- TDMR NB-TDMR

1d #Docs  #Clase  #Attr P R F P R F P R F P R F P R F
0 48 2 1421 0.9¢ 09¢ 0.9¢| 094 0.9¢ 09| 0.9t 09z 091 098 0.9¢ 0.9¢| 1.0C 1.0C 1.0C
1 10¢ 8 2601 | 08¢ 08: 0.8z 0.7¢ 0.7t 0.7¢| 0.87 0.8¢ 0.8¢| 0.9¢ 0.9z 0.9 0.8z 0.8: 0.8z
2 77 4 182¢ 0.9C 09C 0.9C| 091 09 0.8¢| 091 091 091]| 08 08z 08z| 094 094 0.9
3 93 4 210C 091 09C 0.9C| 094 094 09 097 097 097 09z 0.9C 09C| 097 097 0.9i
4 78 3 1957 | 0.9z 0.9z 09z| 091 091 091]| 087 0.87 0.87] 1.0C 1.0C 1.0C| 097 0.97 0.97
5 74 7 198¢ 097 097 097 07¢ 0.7z 0.7:| 0.8¢ 0.81 0.81]| 09¢ 0.9¢ 0.9¢| 0.9¢ 0.9¢ 0.9¢
6 81 4 189¢ 0.9C 091 091| 0.8 0.8 08¢| 09z 09: 09z]| 094 0.9% 09| 09¢ 0.9¢ 0.97
7 91 4 225¢ | 0.9t 09t 0.9%| 0.6 081 081 08 08 084 08 081 0.8z 0.9z 0.9C 0.9C
8 78 6 199 0.7 0.7¢ 0.7¢| 0.7¢ 0.71 0.71| 0.8¢ 0.8¢ 0.8¢| 0.8: 08z 0.8z| 0.8/ 0.8: 0.8
9 6C 2 157¢ 094 09¢ 0.9:]| 09¢ 0.9z 091 0.9¢ 0.9¢ 0.9¢]| 0.9¢ 0.9¢ 0.9¢| 0.9¢ 0.9¢ 0.9¢
10 75 7 215¢ | 0.9C 08¢ 0.8¢| 0.6¢ 0.6t 0.6¢| 0.81 0.7¢ 0.71| 0.9C 0.8¢ 0.8¢| 0.9¢ 0.9¢ 0.9¢
11 7€ 8 1891 0.81 08C 08| 08 08/ 08:| 08 08z 081| 08> 08z 08z| 09z 091 0.91
12 10z 3 2392 | 0.9t 09¢ 094 09z 09z 0.9z 09 09€ 0.9€¢| 0.9¢ 0.9t 0.9t 0.9¢ 0.9¢ 0.9¢
13 32 2 838 097 0.97 097) 097 097 097]| 097 097 097|097 097 0.97| 1.0 1.0C 1.0
14 71 3 177¢ 0.9¢ 09¢ 0.9¢| 09¢ 0.9z 091 09z 09z 09C| 097 097 09i| 097 097 0.9i
15 91 3 196¢ | 0.8¢ 0.8¢ 0.8¢| 0.9z 0.9z 09z| 09: 0.9¢ 09¢] 094 0.9¢ 0.9¢| 09€ 0.96 0.9¢
16 68 2 172¢ 1.0 1.0 1.0C| 0.9¢ 0.9¢ 0.9¢| 0.9¢ 0.9¢ 0.9¢| 1.0 1.0C 1.0C| 1.0 1.0C 1.0C
17 9€ 6 2381 0.8¢ 08¢ 08¢ 061 0.6C 06C| 07: 0.6¢ 07| 07¢ 0.7¢ 0.7¢| 0.81 0.8 0.8C
18 52 3 145¢ | 097 0.9¢ 0.9¢| 08¢ 0.87 0.8t| 0.8 0.8t 0.8:] 097 0.9 0.9€¢| 1.0 1.0C 1.0
19 78 6 189¢ 0.6t 0.67 0.6¢| 0.6¢ 0.6¢ 0.6z 0.6¢ 0.7¢ 0.6¢| 082 0.81 0.81| 0.8z 0.7¢ 0.7i
20 72 5 188t 08¢ 0.8t 0.8i| 0.7¢ 0.7¢ 0.7¢| 0.8 0.8t 0.8z 09¢ 0.9¢ 09¢| 09z 0.9: 0.9z
21 28 3 83¢ 0.8¢ 0.9 091) 094 0.9€ 09t| 0.7¢ 0.8¢ 0.7¢| 0.9¢ 0.9¢ 0.95| 0.9: 0.96 0.9%
22 63 2 151¢ 0.9¢ 09t 0.9¢| 1.0C 1.0C 1.0C| 0.9¢ 0.9¢ 0.9¢| 09t 0.9t 009t| 097 097 0.9i
23 83 6 226¢ 0.7z 07¢ 07| 077 071 0.71| 091 09C 0.9C| 0.8 0.8: 08:| 081 081 0.81
24 104 5 2565 | 094 09: 0.9:| 0.8: 0.7¢ 0.7¢| 091 091 0€1| 094 0.9 0.97| 0.9t 0.9t 0.9%
25 62 4 1372 1.0C 1.0¢ 1.0C| 0.9C 0.87 0.8€| 09z 0.9C 09C| 1.0 1.0C 1.0C| 1.0¢ 1.0C 1.0C
26 91 3 218¢ 0.87 1l 1l 091 091 0.9t 0.9¢ 0.9z 094 0.9 09| 09¢ 0.9¢ 0.9¢
27 6¢ 5 1871 | 0.8¢ 0.7¢ 0.7¢| 07¢ 0.7¢ 0.7¢| 0.8¢8 0.8¢ 0.8/ 0.8t 0.8¢ 0.8t
28 41 3 129t | 0.9« 0.9¢ 0.97| 08¢ 0.8t 0.8/ 0.9¢ 0.9¢ 0.97[ 0.9¢ 0.9¢ 0.97
29 81 5 202¢ | 0.9C 0.7¢ 0.7¢| 087 08¢ 0.8:| 0.8: 0.81 0.81| 0.9¢ 0.9 0.9t
30 4€ 3 1061 | 0.9¢ 091 0.9C| 0.8¢ 0.8¢ 0.87| 0.9¢ 0.9¢ 0.97| 0.9¢ 0.9€¢ 0.9t
31 73 6 169¢ 0.81 0.7¢ 0.7¢| 0.8¢ 0.8z 0.8z| 09C 0.8¢ 0.8¢| 0.9C 0.9C 0.9C
32 8t 5 200¢ | 0.8¢ 0.8t 0.84]| 0.9z 0.9 09z| 091 091 091|091 09z 091
33 44 3 171¢€ 1.0C 0.9z 0.9¢]| 0.9¢ 0.9 0.9 0.9¢ 0.9¢ 0.9¢[ 0.9¢ 0.9¢ 0.9¢
34 108 9 244t 0.9¢ 0.7C 0.6¢| 0.8z 0.81 081 097 0.9¢ 09¢| 09/ 092 0.9
35 84 7 204t | 0.67 0.7¢ 0.7¢| 0.7¢ 0.7¢ 0.7¢| 0.8¢ 0.8: 0.8¢| 0.8¢ 0.8z 0.8%
36 32 3 94¢ 1.0C 0.8z 0.8C| 0.8¢ 0.8t 0.8 1.0 1.0 1.0C| 1.0C 1.0C 1.0C
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39 108 5 258¢ 0.8¢ 0.8z 08z| 087 0.8t 08| 09 09z 09z| 09¢ 094 0.9
40 108 6 2261 0.82 0.7z 0.7z 0.8¢ 0.8/ 0.8t 0.8 0.8C 0.7¢| 0.87 0.8 0.8¢
41 72 4 1651 | 0.9: 0.8: 0.8:| 09C 08¢ 087|097 097 097 0.9 0.9¢ 0.9¢
42 32 4 981 0.9¢ 084 0.8:| 0.8 091 0.8¢| 091 094 0.9z 08¢ 0.91 0.8¢
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44 92 8 220¢ | 0.8t 0.7z 0.7z 0.8¢ 0.8¢ 0.8¢| 09z 0.0 0.9 0.8¢ 0.8¢ 0.8¢
45 51 2 114¢ 1.0C 0.9¢ 0.9¢| 0.9¢ 0.9¢ 0.9€¢| 1.0 1.0 1.0C| 1.0C 1.0C 1.0C
46 65 2 147¢ 0.9¢ 0.9¢ 0.9€¢| 0.9¢ 0.9¢ 0.9¢| 0.9¢ 0.9¢ 0.9¢| 0.9¢ 0.9¢ 0.9
47 75 4 162C | 0.97 0.8C 0.8(| 09C 0.8¢ 08¢| 0.9t 0.9t 0.9t 0.9¢ 0.9¢ 0.9¢
48 82 4 182¢ 0.97 09C 09C| 0.9¢ 0.9t 09t] 0.9¢ 0.9t 0.9t| 0.9t 0.95 0.9t
49 77 6 179¢ | 0.87 0.7¢ 0.7¢| 0.8C 0.7¢ 0.7¢| 0.9C 0.8¢ 0.8¢| 0.9¢ 0.9z 0.9z
50 8C 2 1971 | 0.9¢ 0.9t 0.9t 0.9¢ 0.9¢ 0.9¢| 0.9¢ 0.9¢ 0.9¢| 1.0C 1.0C 1.0C
51 61 4 166¢ 0.8C 0.8z 081 0.8: 08/ 081|087 08 08i| 0.8 0.9C 0.9C
52 71 3 1781 0.9¢ 0.9¢€ 09€¢| 0.9¢ 09¢ 093] 09¢ 0.9¢ 0.9¢| 0.9¢ 0.9¢ 0.9¢
53 104 9 242z | 0.81 0.81 0.7¢| 0.87 0.87 0.8¢| 0.8¢ 0.8¢ 0.8t 0.91 0.9C 0.9C
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Table 1. Description of Datasets (#Docs for number of doents, #Class for number of
classes, #Attr for number of attributes, P for Biea, R for Recall and F for F-Measure)

C4.t NB SVM 1C-S-C4.5-TDM - 1C-WS-C4.t-

NB- TDMR TDM-NB-TDMR

P R F P R F P R F P R F P R F
Mean [0.89 0.88 0.88|0.84 0.82 0.82|0.88 0.88 0.87| 0.92 0.92 0.9z | 0.9¢ 0.9 0.9z

Std.Dev.| 0.08 0.08 0.08(0.09 0.10 0.10|0.07 0.08 0.08( 0.0¢ 0.0¢ 0.0€| 0.0¢ 0.0¢ 0.0€
Min 0.65 0.65 0.65/0.61 0.60 0.60|0.68 0.66 0.61| 0.7¢ 0.7€¢ 0.7¢ | 0.71 0.74 0.72
Max [1.0C 1.0C 1.0C)1.0C 1.0C 1.0C{0.99 0.99 0.99] 1.0C 1.0C 1.0C| 1.0C 1.0C 1.0C

Table 2. General Results Part I: Number of documents (#Dousnhber of classes (#Class),
number of attributes (#Attr), Precision (P), Re¢Bl), and F-Measure (F).

* Best results in bold TPR TNR FPR FNR ROC
C45 0.884 0.962 0.038 0.116 0.926
NB 0.824 0.932 0.068 0.176 0.904
SVM 0.876 0.934 0.066 0.124 0.927
10-S-C4.5-TDM-NB- TDMR 0.92( 0.97¢ 0.02¢ 0.08( 0.981
10-WS-C4.5-TDM-NB-TDMR 0.92% 0.977 0.02: 0.07: 0.98¢

Table 3.General Results Part Il

On average, the results on all 100 datasets shatv 116-WS-C4.5-TDM-NB-
TDMR and 10-S-C4.5-TDM-NB- TDMR are better (based all index: precision,
recall, f-measure, true positive rate, true negatate, false positive rate, false nega-
tive rate, and receiver operating characteristibah other methods; therefore, the
general performance of the proposed methods aterlat Reuters-100 collection.
Improvements in precision, recall, F-measure, T&R] FNR are between 4% and
10%. Improvements in TNR and FPR are between 1580466%. Improvements in
ROC are between 6% and 8%.

The feature selection process allows a more urafetable model to be obtained.
The models are more compact and clear to usery. drleealso very light and compu-
tationally very cheap (in classification stage).thW10-S-C4.5-TDM-NB-TDMR the
average feature reduction is 99.06%. For examipéedata set 92 with 2166 attributes
is reduced to 3 attributes and the data set 35 20#b attributes is reduced to 47
attributes.

Some specific datasets do not follow the generadeacy, for example, dataset
number 1 shows better results for 10-S-C4.5-TDM-NBMR and then for SVM.



Therefore, it is necessary to review the prunedgss on C4.5 trees and some tuning
parameters (for example the number of iterationmodels). Also, it is necessary to
use concepts instead of terms in the Term by Doouriveatrix (TDM) e.g. using
tools based on science mapping to identify the eptsc[40].

5 Conclusions and future work

Two novel methods for feature selection and teassification, called 10-S-C4.5-
TDM-NB-TDMR and 10-WS-C4.5-TDM-NB-TDMR, were preged in this paper.
These approaches are aimed at applications suspaas filtering, where additional
clarity, efficiency, and ease of use is needechfonan operators to be effective. The
methods presented were tested on publicly availddlesets (Reuters-100). Compari-
sons with C4.5, Naive Bayes, and Support VectorHitectechniques demonstrated
consistent improvements of up to 10% in precisitecall and F-measure. TPR (true
positive rates), FNR (false negative rates), andCRf2ceiver operating characteris-
tic), demonstrated similar improvements.

As future work, the authors are planning on inahgdiontologies and parts of
speech detection techniques in the preprocessigg.sflso, a detailed study will be
conducted to define the best value for numbereshttons or number of models it is
required to use in the model generation stags.iecessary to evaluate the proposed
model over different test sets, such as LingSpam,evaluate other combinations of
models, e.g. C4.5 with Neural Networks or CART withive Bayes. Finally, tuning
some parameters of C4.5 and Naive Bayes algorithrogder to increase the accura-
cy of the entire method will be considered.
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