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Extended Virtual Spring Mesh (EVSM): The 
Distributed Self-Organizing Mobile Ad Hoc 

Network for Area Exploration 

 
Abstract–Mobile Ad hoc NETworks (MANETs) are distributed 
self-organizing networks that can change locations and configure 
themselves on the fly. This paper focuses on an algorithmic 
approach for the deployment of a MANET within an enclosed 
area, such as a building in a disaster scenario, which can provide 
a robust communication infrastructure for search and rescue 
operations. 
    While a virtual spring mesh (VSM) algorithm provides 
scalable, self-organizing and fault tolerant capabilities required 
by a MANET, the VSM lacks the MANET’s capabilities of 
deployment mechanisms for blanket coverage of an area and does 
not provide an obstacle avoidance mechanism. This paper 
presents a new technique, an Extended Virtual Spring Mesh 
(EVSM) algorithm that provides the following novelties: 1) new 
control laws for exploration and expansion to provide blanket 
coverage, 2) virtual adaptive springs enabling the mesh to expand 
as necessary, 3) adapts to communications disturbances by 
varying the density and movement of mobile nodes, and 4) new 
metrics to assess the performance of the EVSM algorithm. 
Simulation results show that EVSM provides up to 16% more 
coverage and is 3.5 times faster than VSM in environments with 8 
obstacles.  

 
Index Terms—Mobile ad hoc network (MANET), robot, self 
adaptive, self organizing, swarm, unmanned autonomous vehicles, 
virtual spring mesh network, wireless sensor network 

 

I.  INTRODUCTION 

Distributed, self-organizing networks MANETs (Mobile Ad 
hoc Networks) can be formed by various entities such as micro 
air vehicles [1], millibots [2], nanobots [3], micro-
electromechanical systems, micro satellites, underwater 
vehicles [4], ground vehicles [5]-[6], or unmanned autonomous 
vehicles (UAVs). MANETs can be used in variety of ways, 
ranging from communications relaying to sensing purposes as 
intelligent, distributed Wireless Sensor Networks (WSNs). 
Some of these communication and sensing applications include 
critical infrastructure protection, search and rescue operations,  
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military reconnaissance, minesweeping, communications  
infrastructure deployment on a battlefield in advance of 
military personnel, detecting and tracking both discrete and 
diffuse targets, surveillance, border monitoring, disaster 
recovery, and others.  These applications are inherently 
dynamic and distributed and rely on maintenance of 
communications connectivity. UAV swarms are also dynamic 
and distributed and require properties such as scalability, 
distributed operation, self healing, and fault tolerance. 

The traditional virtual spring mesh (VSM) algorithm [7]–[9] 
exhibits many of the properties necessary to address these 
dynamic problems. These properties are important in various 
contexts such as self adaptive security solutions, denial of 
service detection, eliminating single points of failure in 
wireless routing of static mesh networks [10], and artificial 
immune systems for computer security [11]–[13]. However, 
the traditional VSM algorithm does not address the following 
problems: 1) exploration of unknown areas; 2) blanket 
communications/sensing coverage of unknown areas; 3) 
obstacle avoidance.  Further, current VSM literature does not 
provide metrics for effectiveness assessment of the algorithm, 
namely: 1) coverage effectiveness; 2) formation effectiveness, 
and 3) connectivity effectiveness. 

The Extended Virtual Spring Mesh (EVSM) algorithmic 
approach presented in this manuscript extends the VSM 
algorithm with several enhancements. These enhancements 
involve new algorithmic techniques that enable a swarm of 
robots to explore unknown areas using wireless 
communications, avoid fixed obstacles of arbitrary shape, and 
provide blanket communications/sensing coverage. As 
demonstrated by examples in sections VI and VII, the approach 
is fault tolerant and scalable to any number of robots.  

The rest of the paper is organized as follows. Section II 
presents related work, Section III discusses the theory behind 
the virtual spring mesh algorithm, Section IV describes the 
Extended VSM algorithm in wireless sensing environments, 
Section V presents an analysis of the VSM algorithm, Section 
VI discusses the results of EVSM test cases in a simulation 
environment, section VII presents the results of test cases in a 
noisy wireless simulated environment, and section VIII 
presents our conclusions and future work. 

 

II. RELATED WORK  

 Howard [14] has developed a greedy and incremental 
approach to the deployment of a mobile sensor network. Nodes 
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are deployed one at a time and must retain line-of-sight with 
one another. A node determines optimal location by using the 
data from previously deployed nodes to calculate a location 
that will maximize sensor network coverage. EVSM, on the 
other hand, 1) uses range and bearing information from local 
neighbors only to determine the next position to move to, and 
2) is adaptive and will reconfigure and change node position in 
the vicinity of a failed node. 

 The Virtual Force Algorithm (VFA) [15] is a grid-based 
approach (discrete coordination system) that uses a 
combination of attractive and repulsive forces for effective 
deployment of sensors. Sensors do not move during the 
execution of the VFA algorithm, rather a cluster head 
computes their positions and transmits the new locations to the 
nodes. EVSM on the other hand is a completely decentralized 
deployment approach. Each EVSM robot in the swarm 
calculates their position based on the position of their 
neighbors and obstacles. No cluster head or centralized 
resource computes robot positions. VFA deployment strategy 
is for sensor nodes to not have overlapping coverage, while the 
EVSM strategy is to provide overlap to ensure there are no 
gaps in coverage. Also, EVSM is based on a continuous 
coordination system, unlike VFA, where sensors can be located 
anywhere in the area of interest (AOI). Some shortcomings of 
VFA are 1) the sensor density cannot be guaranteed, 2) sensor 
nodes may not stop moving, and 3) sensor nodes may move out 
of the region of interest. 

IVFA and EVFA algorithms [16] improve upon the 
shortcomings of the VFA. IVFA sets a maximum movement 
per iteration, prevents nodes from moving out of the region of 
interest, and incorporates an effective communications distance 
measure into the force equations to assist the wireless sensor 
network in reaching a steady state. EVFA provides additional 
improvement in achieving steady state by decreasing the 
virtual forces between nodes exponentially with distance. 
     Other approaches use triangular deployment strategies as 
does EVSM. In [17] nodes are initially deployed in the center 
of some area of interest at a compound area and spread out to 
provide disk shaped coverage of the area. EVSM does not 
require sensor nodes to be centrally deployed within some 
AOI. Sensor nodes may be located together within any 
compound area of some AOI and will spread out to provide 
coverage of the entire area. 
 

III. VIRTUAL SPRING MESH (VSM) ALGORITHM  

Virtual spring mesh (VSM) algorithms are a control 
mechanism by which large numbers of robots can form a 
distributed robotic macro sensor [7]-[8].  Swarm based 
technologies, such as the VSM, have been applied in multiple 
application domains [18]-[19].  Our distributed mobile ad hoc 
network exploration algorithm with wireless communications 
is an extension of the VSM concept. 

A spring mesh is an undirected graph where the nodes 
represent mobile entities and the edges are the spring 
connections [7]. This paper considers the mobile entities to be 
robots. A spring formation algorithm creates spring 
connections among self selected pairs of nodes. The VSM 

algorithm applies virtual forces to the spring connections. 
Virtual springs have similar properties to mechanical springs; 
i.e., a natural length, lo, and a spring constant, or stiffness, ks. If 
the robots are too close to one another or far from one another, 
the virtual spring will act to push them apart or pull them 
together, respectively. 

The control law in (1) defines the virtual forces and rules of 
motion for the swarm robots [9]. Error is defined in (2) as the 
difference between the actual spring length and the natural 
spring length. 
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E = li – l0               (2) 
where x  is the velocity of the robot, dk is the spring damping 

coefficient, iu


is the unit vector between robots connected 

through a virtual spring, ol is the natural spring length, il the 

current length of the ith spring, S is the set of springs connected 
to this robot, and x is the robot’s acceleration or motion. (1) is 
a self organizing force, FSOF, that enables the robots to spread 
out and move to positions equidistant from one another 
through simple interactions between neighboring robots. 

 

A. Spring Mesh Formation  

A number of formation algorithms are possible for creating 
and maintaining the spring mesh, such as full connectivity, 
nearby neighbors, N-nearest neighbors, attachment sites, 
Delaunay graphs, and acute-angle test. The acute–angle test is 
used for all examples discussed in this paper to form the spring 
mesh. The acute-angle test [8] states that for a spring mesh 
connection to form between robots L and M there must be no 
robots contained within the diameter of the circle LM, as 
shown in the right side of Figure 1. In the left side of Fig. 1, 
robot N4 is within the circle LM and the acute-angle test 
LN4M (angle between nodes L, N4, and M) fails. Therefore 
no spring connection is created between robots L and M. 

 
Fig. 1. Failed (left side) and Successful (right side) Acute Angle Test 

The acute-angle formation algorithm minimizes the 
communications overhead between robots. However the robots 
must be capable of sensing the presence of other robots within 
some radius R (wireless sensing range) and determine their 
distance and bearing. 

The application of the acute-angle test creates a hexagonal 
lattice formed by the robots as the mesh converges to a 
stationary state. The robots on the periphery of the mesh are 
edge robots and the remaining robots are interior robots. The 
virtual springs between robots approach their natural length, as 
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defined in (1), as the VSM stabilizes resulting in triangle 
formations between all vertices of the graph. Polygons with 
more than 3 sides may appear within the graph prior to 
stabilization. Avi files showing each of the steps from initial 
configuration to final configuration for some of the virtual 
spring mesh examples depicted in this paper may be viewed at 
http://mhrg.if.uidaho.edu/.  

Collision avoidance of fixed objects or in dynamically 
changing environments is not addressed in the VSM algorithm. 
Typical approaches used by other researchers optimize a cost 
function such as the distance to a destination to determine the 
motion of a robot [20]-[21]. 

 

B. VSM Self Healing Properties  

Robots are able to detect faulty behavior, initiate self 
repair and automatically reconfigure themselves with the VSM 
algorithm. The mesh degrades gracefully when robots fail and 
reforms as a result of the dynamics of the algorithm. This self 
healing property of the VSM algorithm is illustrated in [7],[9]. 

 

C. Enhancements to the VSM Algorithm 

     The enhancements to the VSM algorithm are as follows: 
1. Boundary Detection. Keeping the robots within an 

area of interest or boundary area is not discussed in 
[7]-[9]. Any practical deployment of robots for search 
and rescue or establishing a mesh network would 
require restricting the area of coverage.  

2. Collision Avoidance. Robots avoid collisions with 
one another due to the repelling and attractive forces 
in (1). However obstacle or collision avoidance with 
fixed or moving obstacles is not built into the VSM 
algorithm.  

3. Adaptive Springs. The VSM algorithm naturally 
spreads robots out as the virtual springs approach their 
NSL. The area of interest may not be fully covered at 
this point due to robot failures or an insufficient 
number of robots. The natural spring lengths for 
robots need to be adaptive to allow the mesh to react 
to failures and expand, if necessary, to maximize 
coverage of the area within wireless range limits.  

 

IV. EXTENDED VSM (EVSM) WITH CONTROL LAWS USING 

WIRELESS COMMUNICATIONS 

The Extended Virtual Spring Mesh (EVSM) algorithm is 
meant to overcome the deficiencies of VSM with several new 
novel features. An overview of the new EVSM algorithm is 
presented first followed by the algorithm’s novelties: 
exploration control law, expansion control law, metrics, self-
organizing force with wireless, and adaptive springs. A 
summary of the terms that are used to present the EVSM 
algorithm are listed in Table I. 

The EVSM algorithm uses wireless communications to 
detect other robots within range. One approach to detect fixed 
non-robotic objects, or obstacles, is to use ultrasound; however 
other remote sensing technologies such as LIDAR would also 
provide the same capability. Each robot employs wireless ad 

hoc communications available for the entire 360° around the 
robot to detect the signal strength of other robots with wireless 
range. Range sensing communications, also available for the 
entire 360° around the robot, is used to detect fixed objects for 
collision avoidance and aid in navigation.  

TABLE I 
EVSM TERMS 

Term Definition 

li Current length of the ith spring 

E Error 
m Force multiplier constant 
wi Normalized distance to wall i weight 
FEXPL Exploratory force 
FEXPN Expansion force 
FD Driving force 
FSOF Self organizing force 
F Force applied to each robot 
ks Spring constant 
kd Damping constant 
R Wireless sensor range 
NSL, l0 Natural spring length 
dmin Minimum robot distance to wall 
vmax Maximum robot movement per time step 

 
EVSM introduces spring mesh, exploratory, and expansion 

forces with a collision avoidance feature. The exploration force 
allows the robots to move about the area of interest and into the 
areas surrounding fixed objects. The expansion force enables 
the robots to spread out to provide uniform communications 
coverage.  

The pseudo code for implementing the EVSM algorithm on 
each robot is shown in Table II. Prior to executing the VSM 
algorithm in Table II, the simulation is initialized with one of 
the environments depicted in Figure 8. The simulation is then 
run until the average FE is at a theoretical maximum value or 
1000 iterations. In practice this code would run until movement 
falls below some threshold for a period of time. Next we 
describe each line of pseudo code in the EVSM algorithm 
outlined in Table II. 

1. The acute angle test noted in Figure 1 is used to 
calculate the virtual spring mesh connections. By 
applying the acute angle test for robots within R 
distance of one another, the algorithm determines which 
robots are neighbors of one another. 

2. For each robot the distance and bearing to each of their 
neighbors (from step 1) is calculated. Bearing is 
measured counter clockwise from the positive x axis. 
The distance to each neighbor is calculated based on 
(22) through (25). 

3. A robot may change roles throughout the deployment of 
the mesh. The status of the robot is determined to be 
either interior or edge. A robot at position pi must 
satisfy the following conditions to be classified as an 
edge robot: 1) Two neighbors at positions pj and pk that 

are at an angle  90i apart from pi, and 2) no 

neighbors within a polygonal area formed from 
positions pi, pj, pk, and a point pm projected out from pi 

at an angle 2
i and distance di,m. 
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4. Edge robots are at the frontier of the mesh where other 
forces apply to spread the mesh, like water, throughout 
an area. 

5. Apply the driving force FD, which is either the 
exploration, FEXPL, or expansion, FEXPN, force to the 
robot. The exploration force will move an edge robot 
towards the most distant visible walls. The expansion 
force will move an edge robot outward from the mesh at 
an angle equidistant to the robots two neighbors. The 
exploration and expansion forces are explained in 
section IV.A and IV.B, respectively.  

6. End of edge robot calculations. 
7. Calculate the self organizing force from (1) which 

applies to both edge and interior robots. FSOF is a vector 
that provides both direction and magnitude for 
movement of the robot. The self organizing force is 
explained in detail is section IV.F. 

8. The total force F applied to a robot is a combination of 
FSOF and the driving force FD (FEXPN or FEXPL). 

9. The distance to the closest obstacle, dobs, sensed by the 
robot via ultrasound or LIDAR is calculated. 

10. The minimum allowable robot distance to an obstacle, 
dmin, is compared to dobs. 

11. F is a vector specifying both magnitude and direction. 
The force F is applied to the robot if the new robot 
position will be > dmin. 

12. Otherwise 
13. The force -F is applied to the robot.  The magnitude of 

the movement of the robot is the same as F but 180 
degrees opposite in direction. 

14. End of algorithm for one time step of one robot 
The running time of EVSM is the sum of the running times 

for each function identified in Table II. The code within each 
function runs no more than n times, where n is the number of 
robots neighbors.  FEXPL is quadratic in the number of walls 
because each wall visible to an edge robot must be compared 
to the other visible walls to determine whether a wall is 
blocked from the robot’s sensors by another wall. Therefore 
the running time of the algorithm is O(n+p2), where p is the 
number of walls visible to an edge robot. 

 
TABLE II 

EXTENDED VIRTUAL SPRING MESH ALGORITHM 

Line # Definition 

1 Calculate spring mesh connections 

2 Calculate distance and bearing to neighbors 
3 Calculate if robot is interior or edge robot 
4 IF edge robot THEN 
5      Apply FEXPN or FEXPL as the driving force FD 
6 ENDIF 
7 Calculate FSOF 
8 Calculate total force: F = FSOF + FD 
9 Calculate distance to closest obstacle,  dobs 
10 IF dobs >  dmin THEN 
11      Move robot based on F 
12 ELSE 
13      Move robot based on -F 
14 ENDIF 

 

Collision avoidance is built into the EVSM algorithm. Any 
obstacle within dmin distance from a robot will be avoided.  

The number of simulation time steps is 1000 or 2000 for all 
test cases in this paper. The force, F, applied to each robot 
consists of a self-organizing force, FSOF, and a driving force, 
FD. FSOF will evolve the swarm into a disk shaped pattern in 
the absence of obstacles and boundaries. FD will move edge 
robots of the swarm in a specific direction. 

F = FSOF + FD                                        (3) 
FSOF is the basic control law, explained in detail in Section 

IV, with wireless sensing. FD is an expansion force, FEXPN, or 
exploration force, FEXPL.  

FD = FEXPL or FEXPN                            (4) 
The collision avoidance feature applies to the edge robots to: 

1) avoid collisions with fixed non-robotic objects and 2) to 
maintain a minimum distance, dmin, from those objects. 
Collision avoidance prevents the robots from colliding with 
fixed objects using remote sensing technology.  

The following subsections discuss the EVSM exploration 
and expansion control laws with wireless communications and 
metrics. The metrics are used to evaluate the effectiveness of 
the EVSM algorithm for the test cases discussed in Section VI. 

  
A. Exploration Control Law 
Traditional movement or exploration algorithms for robots 

include random walk, follow wall, seek open and fiducial [22]. 
However these algorithms do not address the movement of a 
mesh. Other distributed dispersion algorithms use gradient 
based communications to spread information throughout the 
network and to guide robots [23]. The EVSM algorithm uses 
only local information acquired from a robot’s neighbors to 
disperse the robots throughout some area. 

An adjustment to the spring lengths alone is not enough to 
create an exploratory force for the mesh. An additional robot 
control law is defined to enable the robots to explore areas 
using remote sensing technology where there are a number of 
fixed objects such as walls or moving obstacles. The remote 
sensing technology has a sensory range sufficient for the entire 
search area. The exploration control law defines an additional 
vector force, FEXPL, which moves the edge robots in the 
direction of distant objects pulling the interior robots along. 
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where m is a force multiplier constant, wi is a normalized 
weight, n is the number of walls visible to this robot, and iu


is 

the unit vector previously described.  
Visible walls, or obstacles, that are within the sweep angle 

of an edge robot are assigned weights. The sweep angle is the 
largest angle of an edge robot in which there is no visible 
neighbor robots. The weights are proportional normalized 
distances to the walls visible to each robot. The weights are 
used to determine the bearing and movement of each robot. A 
weight is assigned as follows: 
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where di is a distance to ith wall,  and k is the number of visible 
walls. Distance metrics may be used to calculate di.  

This approach to calculating weights ensures that the 
furthest visible walls/obstacles are weighted more heavily than 
the closest walls, causing the robots to explore distant areas. 
Each wall within the sweep angle, θ, of an edge robot exerts an 
exploratory force on that robot causing the mesh to move 
towards the walled areas. As the robots move through the area 
the walls visible to the robot will change, further influencing 
the movement of the robot. At some point the wall forces will 
equalize and the robot movement will stop or oscillate in a 
small area.  

FEXPL will draw robots to distant objects, or repel robots 
from close objects (fixed or moving).  Dynamically changing 
environments may contain both fixed and moving obstacles. 
The moving speed of the mesh, the speed and direction of the 
moving obstacle relative to the mesh, and the size of the mesh 
are all factors in collision avoidance. When moving obstacles 
are traveling towards the swarm at a higher velocity than the 
swarm, the swarm may not move fast enough to avoid a 
collision with the obstacle. 

Theorem 1 The EVSM robotic mesh will avoid collisions 
with objects in dynamically changing environments. 

Proof: The EVSM algorithm treats obstacles as virtual 
nodes, which addresses enhancement numbers 1 and 2 (section 
III.C) with the VSM algorithm. When the robots within the 
mesh come within dmin distance of a new static obstacle, the 
robots are repelled from the object by (1) as li-dmin becomes 
negative, where l0 is replace by dmin. The robots then move 
around the static obstacle with the movement defined as: 
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The same proof applies for moving obstacles. However the 
size of the mesh, the degree of expansion of the mesh, and the 
speed and direction of a moving obstacle will determine 
whether the moving obstacle will collide with the mesh. A 
moving obstacle approaching robot r1 in a mesh is shown in 
Figure 2a. As the obstacle moves within dmin distance of r1, r1 
will repel, compressing springs s12 and s13 in Figure 2b. l12-dmin 
and l13-dmin both become negative exerting a negative force on 
r2 and r3. r2 and r3 next move towards r4, r5, and r6. The same 
pattern repeats creating a series of wave like movements as the 
robot mesh repels away from the obstacle. At each time step a 
wavefront, m, of robots moves away from the obstacle. 

  


M

m

N

i ixW
1 1

             (8) 

Where W = total movement by all robots in all wave fronts, 
M = number of wave fronts in the mesh, N = number of robots 
in the wavefront m, and ix is the acceleration of robot i on 

wavefront m. A mesh with 10 wave fronts moving at 1 meter 
per robot would take 10 movements for the entire mesh to 
move 1 meter. An obstacle moving at 1 meter per second head 
on towards r1 would quickly collide with the mesh. 

 

 
a) Obstacle Approaching  

 
b) r1 Repelling from Obstacle 

 
c) r2 and r3 Repelling from r1 
Fig. 2. Spring Mesh Repelling from Moving Obstacle 

 

 
Fig. 3. Example Depiction of Exploration Force 

 
  Figure 3 depicts an example of FEXPL where n is 6. Robot 

r1 is an edge robot with robot neighbors’ r2 and r3 in an 
enclosed area with one office/obstacle. A weight is assigned to 
each of the walls within the sweep angle of the edge robot r1 
based on (6). The sweep angle θ for the edge robot r1 extends 
from the virtual spring connection between robots r1 and r2 to 
the virtual spring connection between robots r1 and r3. Each 
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visible wall in (5) for an edge robot exerts an attractive or 
repulsive force on robot r1. The complete exploration force is a 
summation of the individual forces exerted by walls within the 
sweep angle θ. 

The collision avoidance feature of EVSM ensures that 
whenever the distance between the new robots position Ri and 
the wall coordinate W is less than or equal then the predefined 
distance dmin, the force Fi exerted by a wall object Fw is 
repulsive (4).  

wiiii FFdyxWyxR  ),)),(),((( min                       (9) 

Otherwise the force is attractive, moving the robot towards 
the wall. For the test cases in this paper dmin =10 meters. 

 

B. Expansion Control Law 

    The expansion force moves the current robot in the 
direction of the bisector of the sweep angle of the neighbors of 
an edge robot.  This force moves the edge robots outward from 
the interior office areas pulling the interior robots along.  Like 
the exploration force, FEXPN is attractive or repulsive if the new 
robot position is greater than or less than dmin from a 
wall/obstacle, respectively. 

Figure 4 depicts an example of FEXPN which is similar to 
Figure 3 where robot r1 is an edge robot with robot neighbors’ 
r2 and r3 in an enclosed area with one office/obstacle. θ again 
represents the sweep angle for the edge robot r1. The robot r1 
moves in the direction of θ/2. 

 

 
Fig. 4. Expansion Force Example 
 

C. Effectiveness Metrics Introduced 

Measures of effectiveness are necessary to assess the 
performance of the deployed MANET for different 
environments and algorithmic operating parameters. Several 
metrics are defined to evaluate the overall behavior of the 
swarm of robots: 1) coverage effectiveness, 2) formation 
effectiveness, and 3) connectivity effectiveness. 

 Coverage is an emergent part of the algorithm based on the 
number of robots and natural spring length. A robot and two 
neighbors typically form a triangular area, TA. The coverage 
effectiveness, CE, is the ratio of the area covered by all robot 
triangular areas divided by the total area of interest. Shapes 
other than triangular areas, such as 4 sided polygons, do not 
provide wireless connectivity between all elements and are 
therefore excluded from the CE measurement. 
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 where t = total number of robot triangular areas 


iAT  robot triangular area i 

A = size of the total area of interest minus fixed obstacle size 
within the area minus area within dmin of walls and obstacles 

    Coverage effectiveness provides a measure of how much 
of a given area will be covered by the mesh network. The 
greater the coverage the higher the probability that if a node 
breaks down, the network will still heal and operate and 
provide communications coverage or sensing of the area. The 
spatial coverage of the robotic deployment increases as CE 
approaches 1. 

   Formation effectiveness, FE, is a measure of the ideal 
spacing arrangement between robots. The dynamics of the 
VSM algorithm moves all spring lengths towards their natural 
length over time if there is sufficient space available. 
Exploration, FEXPL, and expansion, FEXPN, forces and obstacle 
avoidance may cause deviation from that natural movement to 
achieve maximal coverage of an area. 

In
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Ai = triangle size in mesh 
I  = ideal triangle area (sides of natural spring length) 
n = number of triangles in mesh 
   The spring mesh moves towards all spring lengths equal to 

their natural length in an acute angle formation as FE 
approaches 1. The number of robots with one or no neighbors 
and/or the error (difference between actual spring length versus 
natural spring length) for each virtual spring increases as FE 
approaches zero. 

    VE is the connectivity effectiveness metric which 
represents the fraction of the total number of robots that are 
connected to one another. RV is the total number of robots 
connected to one another by virtual springs and within wireless 
range of one another. RT is the total number of robots. 

TVE RRV /              (12) 
     Any two robots that are mobile mesh neighbors can 

communicate with each another. The remaining robots function 
as wireless relays forwarding communications traffic between 
source and destination.  A VE of 1 indicates that all robots in 
the mesh can communicate with one another. 

 

D. Upper Bounds of Coverage, Formation, and Connectivity 
Effectiveness 

The upper boundary values for CE, FE, and VE will be 
presented. The theoretical maximum coverage for a mesh 
algorithm will be explained using geometrical relationships. 
Ma [17] has proven that equilateral triangle formations provide 
the most efficient coverage and least gaps over other 
approaches such as squares or circles. The size of an 
equilateral triangle is:  

4
)3( 2STA 

          (13) 
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where S=length of a side of the triangle=NSL, and TA = area 
of an equilateral triangle with sides of length S. The maximum 
number of triangles |T| that may fit into the available area A in 
the area of interest is: 











AT

A
T                  (14) 

The maximum possible coverage effectiveness, CEmax, for an 
available area A is then: 

A

TT
C A

E


max
                    (15)

 

For a stabilized spring mesh not under compression, S equals 
NSL, the natural spring length. Equation 15 represents an upper 
limit of the number of robots needed to deploy in an area of 
size TA to achieve a specified level of coverage. 

The relationship between the number of triangles and 
vertices in a triangulation [24] is: 

522  VTV
          (16) 

where |V| = number of vertices/robots and |T| = number of 
triangles. Therefore for a given mesh with T number of 
triangles, the minimum number of vertices, Vmin, and 
maximum number of vertices, Vmax, are: 

Vmin = (T+5)/2           (17) 
Vmax = T + 2           (18) 
 where each vertex represents a robot. 
This establishes lower and upper bounds on the number of 

robots necessary to achieve a triangulation of a given shape. 
The theoretical maximum formation effectiveness, FE, is 

reached when all of the triangles have adopted their ideal size. 
From (11) this means that each triangle is an equilateral with 
each side equal to NSL. 

Connectivity effectiveness, VE, is simply a measure of the 
number of robots that are connected to one another in the 
mesh.  VE should always be 1 unless there is some imbalance 
of forces applied to the robots or wireless signal degradation 
reaches a threshold where neighboring robots can no longer 
sense each other. 

 

E. Convergence Analysis 

    Convergence will be explained in terms of the gradient of 
potential energy using the analogy of virtual springs. A virtual 
spring has potential energy when the spring is compressed or 
stretched. Convergence is achieved when all virtual springs in 
the mesh are at their natural spring length l0 and the interactive 
potential energy of the mesh is zero; i.e., the robots have 
stopped moving [8], [16], [17], [25]. No potential energy exists 
between robots separated by a distance greater than the 
wireless sensing range, R; i.e., no virtual spring exists. A 
hyperbolic function representing the potential energy [26] 
between robots rj and rk, Figure 5a, connected by a virtual 
spring is: 

))log(cosh(),( jkjkkjjk EKrrV             (19) 

 where E is defined in (2) and Kjk is the gain which regulates 
both the magnitude of the potential energy and the force 
generated from the potential energy. Kjk is the ratio of the 

maximum output torque of the robot’s driving motor divided 
by the distance between the driving wheels. 
    The potential energy of the entire mesh, P, is: 

),(
,, 


kjRji kjjk rrVP            (20) 

 where R = robots in the mesh connected via virtual springs. 
Convergence to a stationary state is achieved when P = 0. 
Based on (1) the mesh will settle into a configuration which is 
the local minimum for the potential energy, (li-l0) = 0. 
    The potential force acting on a robot due to the force from a 
neighbor, Figure 5b, is the gradient of the potential energy 
expressed as: 

))(tanh(),(
0

0

ll

ll
EKVrrf

i

i
jkjkjkkj 


          (21) 

     The total force acting on a robot is the sum of the forces in 
(21) from all of the robots neighbors connected through virtual 
springs.        

 
a.  

             
b.  

Fig. 5. a) Potential Energy and b) Potential Force 

F. Self-Organizing Force with Wireless Sensing FSOF 

The self-organizing force, FSOF, for forming the basic virtual 
spring mesh network is the same as (1) but uses wireless 
sensing to calculate distances to neighbor robots. All robots are 
assumed to have the same 802.11 wireless transmission and 
reception capability and antennas (same transmit and receive 
antenna gains). The actual spring length is determined from the 
received signal strength (RSS) value received from another 
robot on the spring connection. The received RSS value is the 
transmission power of the other robot minus the path loss as 
shown in (22).  

Rx = Tx – Lp             (22) 
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 where Rx is received signal strength value. Tx is robot 
transmitter power in dB, and Lp is path loss, and 

Lp = 33dB + N *10* log10(D) + 20 * log10(f)         (23) 
 where f is a frequency in gigahertz. N is a path loss 

exponent, and D is a distance in meters in a free space loss 
environment, ignoring transmitter and receiver antenna gains 
[27]. The robots are using 802.11b/g communications at 2.45 
GHz. Equation 22 becomes: 

Lp = 40.2dB + N * 10*log10(D)                     (24) 
A realistic transmit power, Tx, is 23dBm. 40.2dB is the 

reference loss (RL) at one meter. dBm is the power ratio in 
decibels (dB) of the measured power referenced to one 
milliwatt (mW). N equals 3.3 in an office environment. The 
distance D, which corresponds to the actual spring length 
between robots, in an office environment where N=3.3 is then: 


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

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2.17

10

x
R

ilD             (25) 

   The RSS value detected from an adjacent robot in the spring 
mesh decreases exponentially with distance from a WiFi 
transmitter regardless of transmission power and antenna gain. 
Substituting (25) into (1) yields: 
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FSOF is a 1) a combination of the spring differences (actual 
spring length and natural spring length) to neighbors times a 
spring constant, minus 2) the damping constant multiplied by 
the velocity of the robot. FSOF is the force that self organizes 
the swarm and moves the robots into a mesh configuration.               
The fault tolerant, self repair, scalable, and self adaptive 
properties of the swarm mesh are a direct result of the physics 
spring model in FSOF. 

Figure 6 depicts an example of Rx values received by robot 
r1 from neighboring robots r2 and r3. Robots r2 and r3 are 
within wireless range of robot r1 and therefore r1 can sense 
these neighboring robots. FSOF for r1 is a summation of the 
individual forces exerted by r2 and r3through these sensed Rx 
values. 

 
Fig. 6. Self-Organizing Force Example 

G. Control Constants 

    The constants in (1) l0, ks, and kd strongly influence the 
deployment of the robots. The value of l0 must be less than the 
wireless sensing range necessary to detect other robots. In a 

free space loss environment l0 is based on (25), where Rx is the 
minimum, or weakest, RSS value detectable by the wireless 
communication hardware used on the robot. An l0 of 100 
meters is achievable in an indoor free space loss environment 
with minimal signal disturbance. When the control laws have 
converged, the spacing between robots will approach l0. 
    The choices for ks and kd affect the speed of convergence of        
the mesh. As ks is held constant and kd is increased, the 
movement of a robot slows, increasing the amount of time for 
the error E in (2) to approach 0. Shucker [8] has shown that E 
approaches zero more quickly when  ks is less than 0.5 and kd 
varies from 0.125 to 1. The authors of this manuscript have 
conducted numerous simulations with 100 to 240 robots in an 
environment with up to 8 obstacles. These results have shown 
that E→0 faster when 0.4<= ks <= 0.6 and kd = 0.1. 
Consequently ks of 0.5 and a kd of 0.1 are used for all of the test 
cases in this paper. 
 

H. Adaptive Springs 

    Our robotic mesh network spreads out like water seeking its 
own level. Robot movement will approach zero as the virtual 
springs approach their natural length. An adaptive natural 
spring length (NSL) is necessary for the robots to continue 
spreading through the area from this point forward. This 
EVSM feature addresses enhancement number 3 (section III.C) 
with the VSM algorithm. 
    Adaptive springs start with the edge robots that are on the 
frontier of the mesh. The edge robots determine if their 
movement is greater than τ over the last β moves. If this 
condition is true, the edge robot increases the NSL value by δ 
for each neighbors’ virtual springs as in (27). τ, β, and δ values 
are determined empirically and set to 0.5, 60, and 0.5, 
respectively.  

       


 
NSLNSLyxRyxRif

kji jjiiii ,,,
,   

(27) 

An interior robot that receives a message to use a new NSL 
value automatically changes their neighbor NSL values. These 
NSL values then propagate to other interior and edge robots 
until the new spring lengths have spread through the entire 
mesh. 
 

I. Energy Costs 

      The utility of a mobile robot or mobile sensor is limited by 
the amount of energy available to perform sensory, 
communications, and movement functions. A swarm may 
consist of a heterogeneous mix of robots with different 
functions. Our assumption is that a mobile swarm of robots 
will be accompanied by physically larger robots, or 
“motherships” or “charging bots”, which may deploy the 
swarm, and will provide a charging capability. Swarm robots 
will return to their mothership, or adaptive dock [28], for 
charging when their energy supply drops below some 
threshold. Alternatively swarm robots may signal their 
mothership through the swarm mesh communications channels 
to pick up the robots just prior to exhausting their energy 
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supply. Robots may additionally capture energy from the 
environment with solar panels. 
 

V. ANALYSIS OF VSM 

     The performance of the VSM algorithm in several test 
environments is demonstrated to provide a baseline for 
assessing the performance of EVSM. The standard VSM 
algorithm does not include boundary detection, collision 
avoidance, or exploration and expansion forces.  Figure 7a 
shows the initial configuration of robots. l0, ks, and kd are 30, 
0.5, and 0.1, respectively in Figure 7b. The black dots in 
Figures 7a and 7b represent the robot positions with walls 
bounding the area of interest. Signal loss is based on the free 
space model of (23) with N equal to 2. The color bar on the 
right of Figure 7b represents signal strength in dBm, depicting 
RF propagation. Variation in the color is used to depict the 
intensity of the RF propagation from each robot in a free space 
loss environment. All units for x and y are in meters. R, the 
maximum wireless sensing range of a robot, and NSL, the 
natural spring length, are 40 and 30, respectively, for all 
simulations in this manuscript. 
    Figure 7b shows the final configuration of a deployment 
based on the standard VSM algorithm with no boundary 
detection, or exploration and expansion forces. The robots 
move outside of the 400 by 400 meter bounded area without 
detecting wall boundaries. Figure 7c illustrates the VSM 
algorithm with boundary detection. The robots spread out until 
the virtual springs reach their natural length where no further 
movement occurs based on (1).  

 
a) Initial Configuration   

 
b) VSM with No Boundary Detection 

 

 
c) VSM with Boundary Detection 
 Fig. 7. Virtual Spring Mesh Algorithm 

     
     Figure 8 shows the 0, 4, 6, and 8 office test environments 
used for EVSM. The results of VSM simulations with 
boundary detection and added collision detection, using the 
same office environments from Figure 8, are listed in Table III. 
FE and VE are 1 in all cases. The results are for 2000 iterations 
of the algorithm and time is in minutes. 
 

TABLE III 
VSM (WITH COLLISION DETECTION) DEPLOYMENTS 

(2000 ITERATIONS) 

# Obstacles # Robots CE Time 

0 160 0.7 42 
0 200 0.83 62.8 
0 230 0.93 80.4 
4 160 0.67 71.6 
4 200 0.77 99.2 
4 230 0.91 121 
6 160 0.65 84 
6 200 0.78 113.6 
6 230 0.79 137.8 
8 160 0.62 131.3 
8 200 0.74 127.8 
8 230 0.71 154.3 

 

VI. EVSM SIMULATION TEST CASES 

 
    In contrast, the EVSM with collision avoidance, exploration 
and expansion forces, and adaptive springs will be shown to 
demonstrate the effectiveness of this approach. The EVSM 
algorithm will be tested in a simulated enclosed building area 
with 1) regular shaped obstacles/offices or no offices, and 2) 
arbitrary shaped obstacles/offices. All of the test cases in this 
paper use this same initial formation, shown in Figure 7a, with 
additional rows and columns for more robots. 
    EVSM is capable of dealing with obstacles of virtually any 
shape. The regular shaped test obstacles include 4, 6, and 8 
office areas in a 400 by 400 meter environment. The arbitrary 
shaped test obstacles include 4 and 6 irregular polygon shaped 
offices; i.e., polygons whose sides are not all the same length 
or whose interior angles do not all have the same measure. The 
measures of effectiveness will be used to evaluate the final 
positions of 160, 200, and 230 robots shown in Figure 8.  
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Collision avoidance, exploration, and expansion forces are 
applied to each of these test cases.  
    All simulations are run on a Dell computer, Intel Core 2 
Quad CPU 2.33 GHz. MATLAB student version 7.8 was used 
to build all simulation models. Possible robots for 
implementing the EVSM algorithm include the iRobot 
SwarmBot (5in x 5in x 5in) or the Pioneer P3-DX (44cm x 
38cm x 22cm). 
     

A. Regular Shaped Obstacles/Offices   

Open Area with No Interior Offices 
A building with a large open space and no interior hard-

walled offices is shown in Figure 8a through 8c. 160, 200, and 
230 robots are tested in a 400 by 400 meter environment.  

0 offices, 160 robots: The robots have begun to spread out 
and cover the area. An FE of 1 indicates that all virtual springs 
have reached their natural length. FE is greater than one, which 
indicates that adaptive spring forces are increasing the robot 
NSL values. Adaptive springs enabled the mesh to cover a 
larger area than would have been possible otherwise. 

0 offices, 200 robots: CE has increased with additional 
robots providing 97% coverage.  An FE of 1.03 indicates some 
of the springs have adapted to slightly higher values than the 
standard NSL of 30.  

0 offices, 230 robots: CE, FE, and VE are 0.92, 0.9, and 1, 
respectively for 230 robots. CE and FE have both decreased 
from previous deployments indicating that not all robot 
neighbors are forming triangular meshes due to overcrowding.  

Every environment has an optimal number of robots to 
deploy based on the natural spring length and the available 
area. When the number of robots deployed is less than the 
necessary amount, the virtual springs will adapt up to a length 
of R-2 for the NSL increasing the amount of covered area. 
When there are too many robots deployed, CE and FE will 
actually be reduced due to overcrowding.  

 
EVSM Algorithm with Four Offices 

The interior of a building with 4 hard wall offices, or 
obstacles, is shown in Figures 8d, 8e, and 8f. Signal strength 
drops off on the side of the hard wall sections opposite the 
robots in Figure 8d due to attenuation from the hard walls. 
     4 offices, 160→230 robots:    The final positions of the 
robots for the four office 160 robot configuration after 2000 
iterations are shown in Figure 8d. CE, FE, and VE are 0.75, 1.02, 
and 1, respectively. The exploration force draws many of the 
robots into the center area of hard-walled offices. Once within 
that region the forces of the virtual spring mesh as well as the 
forces exerted by the walls visible to the edge robots help to 
maintain that configuration. An FE of 1.02 indicates that some 
of the springs adapted to a larger value than the initial NSL. 
Additional iterations of the algorithm may result in additional 
spring increases. 

Figure 8e shows 200 final robots positions in the same 4 
hard-walled office environment after completing the EVSM 
simulation. CE, FE, and VE are 0.88, 0.94, and 1, respectively.  
Coverage effectiveness improves with a larger robot swarm 

because there are more robots to form the mesh and cover a 
larger area. 

CE reaches a maximum at 90% with 230 robots with no 
spring adaption as shown in Figure 8f. Additional algorithm 
iterations may improve both CE and FE.  

Due to convex rather than concave corners, the robots will 
not perfectly encircle a fixed obstacle. Note that the robots do 
not form perfect squares around the interior offices. 

Increasing the number of robots deployed for some area 
improves CE only up to a point. Then overcrowding occurs and 
FE is reduced as well by squeezing additional robots into the 
area and compressing the virtual springs.  An appropriate 
number of robots must be chosen for a given scenario.  

 

 
a) 160  b) 200         c) 230 

 
d)160  e) 200  f) 230 

 
 g) 160  h) 200  i) 230 

 
 j) 160  k) 200  l) 230 

Fig. 8. Final Robot Positions for 0, 4, 6, and 8 Hard-Walled Interior Offices,  
2000 Iterations, 400 x 400 Square Meter Area 

 
EVSM Algorithm with Higher Number of Offices 

      6 offices, 160→230 robots: Figure 8g through 8i show 
a 160, 200, 230 robot deployment in a 6 hard-walled office 
area. CE reaches a maximum at 92% with 230 robots.   

   8 offices, 160→230 robots: Figure 8k shows a 200 
robot deployment in an 8 hard-walled interior office area. An 8 
office environment has less available robot space than a 6 
office environment, resulting in improved coverage 
effectiveness for the same number of robots. CE, FE, and VE are 
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0.8, 0.85, and 0.99, respectively. CE reaches a maximum at 
80% with 200 robots and decreases with 30 additional robots 
due to overcrowding. 

Several test cases have shown that CE does not 
approximate the maximum coverage possible. CE may be 
improved by enhancements to the adaptive spring algorithm 
and increasing the number of algorithm iterations. CEmax from 
(15) is 99% for all office configurations. 

A summary of the simulation results for 2000 iterations 
per simulation run is shown in Table IV. The error, as defined 
in (2), falls off in exponential fashion with the number of 
iterations and eventually stabilizes as the virtual springs 
approach their natural length. 

 
TABLE IV 

EVSM SIMULATION RUNS WITH EXPLORATION AND EXPANSION FORCES 

Interior 
Offices 

# Robots E CE FE VE 
t 
[min] 

0 160 4.3 0.89 1.29 1 12.2 
0 200 2.45 0.97 1.03 1 17.7 
0 230 2.83 0.92 0.9 1 22.9 
4 160 2.27 0.75 1.02 1 17.9 
4 200 2.44 0.88 0.94 1 25.3 
4 230 2.88 0.9 0.86 1 34.7 
6 160 2.4 0.74 0.98 1 21.8 
6 200 2.94 0.83 0.87 1 30.7 
6 230 3.5 0.92 0.81 1 39.2 
8 160 2.91 0.71 0.91 1 24.7 
8 200 3.58 0.78 0.81 1 33.6 
8 230 3.87 0.87 0.78 1 44.9 

 
FE for the 4, 6, and 8 office configurations has decreased 

in all cases with an increasing number of robots. There is an 
insufficient space between obstacles for robots to self organize 
at the natural spring length, l0, of 30 meters in the 8 office 
environment. Therefore the actual spring length, li, between 
robots within the obstacle area will be less than l0 which will 
decrease FE. In the four and six office environments the robots 
have difficulty in forming perfect equilateral triangle 
formations in the area between offices and some corners.  

Computation time increases from 47% to 49% as the 
number of robots increases from 160 to 230 for all numbers of 
interior offices. Larger robot deployments require additional 
time for the dynamics of the EVSM algorithm to play out. 

 

B. Arbitrary Shaped Obstacles/Offices   

The EVSM algorithm will work in environments with any 
type of obstacle shape. Figure 9a shows a 230 robot 
deployment in an interior office area with 4 irregular polygon 
obstacles. CE, FE, and VE are 0.93, 0.94, and 1, respectively. 
Six eight sided irregular polygons are shown in Figure 9b with 
metric calculations of CE, FE, and VE as 0.99, 0.82, and 1, 
respectively. Both simulations were run for 2000 iterations. 

 

 
a) 4 Obstacles   b) 6 Obstacles 

Fig. 9. Irregular Polygon Obstacles with 230 Robots 
 

C. EVSM Time and Iterations versus Coverage Effectiveness  

Figures 10 and 11 show the time and number of iterations 
(robot movements), respectively, plotted to achieve different 
levels of coverage effectiveness. The number of robots (200) 
and size of area (400 x 400 meters) are held constant. An 
iteration of the EVSM algorithm is one variable length time 
step in the simulation. The virtual spring mesh dispersion 
increases with time and number of iterations, or time step of 
each robot. As the area covered by the dispersion increases, 
more time and movement is required to increase the coverage 
of the mesh (the effect similar to the ripples in a pond). This is 
due to a greater number of robots required to move in order to 
expand the entire mesh to achieve greater coverage. Hence 
iterations in the later algorithm stage take longer than in the 
beginning. The smaller slope of the ending line segments in 
Figures 10 and 11 shows more time and iterations are required 
to achieve an additional coverage than in previous intervals. 

 
Fig. 10. Time to Reach Coverage Effectiveness 
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Fig. 11. Number of Iterations to Reach Coverage Effectiveness 

D. VSM Time and Iterations versus Coverage Effectiveness  

    The time and number of iterations for VSM to reach various 
levels of coverage effectiveness is plotted in Figures 12 and 13, 
respectively. EVSM attains a higher CE in less time than VSM 
in all cases. 

 
Fig. 12. Time versus CE for VSM, 200 Robots 

 
Fig. 13. Iterations versus CE for VSM, 200 Robots 

 

VII. EVSM WITH WIRELESS SIGNAL LOSS 

Propagation of radio waves is characterized by free space 
loss, attenuation as radio waves pass through solid objects, and 

scattering and interference. Free space loss is the diminishing 
of signal power with the geometric spreading of the wave front 
as noted in (23). Other mathematical transmission models are 
CCIR model, Hata model, and the Walfisch-Ikegami model 
[29]. Our approach to capturing the effects of signal loss on the 
EVSM dispersion algorithm is based on the free space model 
with low (30%) and high (90%) probability of signal 
degradation, PS, and low (25%) to moderate (50%) amount of 
signal loss, SV. 
    Test cases are now repeated with the presence of noise; i.e., 
a communications disturbance resulting from attenuation and 
scattering due to physical objects in the area or interference 
with other communications. The purpose is to examine the 
relationship between communication disturbances, and number 
of robots and coverage, and help identify the limitations of our 
approach.  
    Table V shows the results of a series of experiments of 
introducing signal degradation or noise into the exploration 
environment. 200 robots were used in each simulation run. A 
PS of 30% indicates a 3 in 10 chance that the RF signal will be 
degraded by scattering and interference. An SV of 25 means the 
received RSS value is 25% weaker (more negative) than the 
calculated free space propagation value. A higher PS and a 
higher SV always results in a lower CE. As SV approaches 
100%, CE approaches 0.  

  
TABLE V 

EVSM SIMULATION RUNS WITH EXPLORATION AND EXPANSION FORCES 

Interior 
Offices 

PS SV CE E FE VE 
t 
[min] 

0 30 25 0.43 16.7 0.51 1 27.9 
0 30 50 0.21 46.6 0.36 1 37.7 
0 90 25 0.13 6 0.15 1 46.9 
0 90 50 0.03 9.9 0.04 1 107 
4 30 25 0.39 16.5 0.48 1 39 
4 30 50 0.22 42.6 0.32 1 48.8 
4 90 25 0.15 5.5 0.15 1 50.9 
4 90 50 0.04 9.9 0.04 1 116.1 
6 30 25 0.41 17.9 0.47 1 45.1 
6 30 50 0.2 44.6 0.28 1 55.2 
6 90 25 0.16 5.6 0.15 1 54.1 
6 90 50 0.04 10.4 0.04 1 120.1 
8 30 25 0.38 16.5 0.45 1 49.2 
8 30 50 0.22 53.6 0.31 1 59.3 
8 90 25 0.16 5.9 0.15 1 55.2 
8 90 50 0.04 10.5 0.04 1 123.2 

 
Robots in the presence of high signal degradation will 

believe their neighbors are further away than they actually are. 
Therefore significant loss of signal may mean that a robot will 
not see some neighbors resulting in little or no movement by 
the robot. Robots that are no longer detectable by their 
neighbors may become disconnected from the virtual spring 
mesh. A possible effective approach for dispersing robots in an 
environment with high signal degradation would be to increase 
the natural spring length ol  and the wireless sensing range R. 

Figure 14 depicts CE versus iterations with a Ps of 90 and a 
Sv of 125% for several office environments. CE increases with 
the number of offices in the environment because FEXPL and 
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FEXPN are calculated using remote sensing technology and 
unaffected by wireless communications disturbances.  

Figure 15 shows the results of simulations of 200 robots 
for 2000 iterations. The robot density increases as the 
probability and degree of signal degradation increase. As SV 
increases the robots have difficulty in sensing their neighbors. 
Therefore there is little movement on the part of the swarm. As 
SV increases CE approaches zero, FE grows dramatically 
smaller because a robots neighbors are outside of the 
maximum wireless sensing range. The increases in the amount 
of signal degradation influence the sensed distance to a 
neighboring robot as noted in (25).  

 
        Fig. 14. CE versus Iterations with Signal Degradation 

  

A. Wireless Data Loss  

The propagation of radio waves is affected by free-space 
loss (geometric spreading of the wavefront), attenuation 
(absorption of RF signals by physical objects), scattering (RF 
signals reflected by objects) and other factors. These factors 
affect the data loss between a robot transmitter and a robot 
receiver.  

 

 
a) PS = 30%, SV = 25%  b) PS = 30%, SV = 50% 

 
c) PS = 90%, SV = 25%  d)  PS = 90%, SV = 50% 

Fig. 15. 200 Robots with Signal Degradation 

 
A communications channel between robots or robot and 

data acquisition computer may operate in one of two modes: 1) 
error-free transmission but delay, or 2) transmission errors but 
no delay. The error-free transmission but delay mode is 
realized by retransmission strategies of a transport layer 
protocol built on top of a network layer protocol in an OSI 
layered architecture scheme. Data loss is mitigated by the 
transport layer protocol via retransmission of damaged packets. 
Transport layer protocols have also been used to perform 
remote experiments with robots over the Internet [30]-[31] and 
industrial robotic platforms with multi-sensor systems [32]. 

 

VIII. CONCLUSION 

The EVSM algorithm has proven to be an effective 
distributed self-organizing algorithm for deploying a MANET 
in an area with obstacles. The collective behavior of the 
MANET nodes (global cooperation) emerges from the 
interactions of the individual nodes with no global control.   

 The EVSM algorithm presented in this manuscript 
provides the following advantages over the VSM algorithm: 1) 
adapts to communications disturbances by varying the density 
and movement of mobile nodes, 2) dynamically adapts spring 
lengths enabling the mesh to expand as necessary, 3) provides 
obstacle avoidance and boundary detection, 4) introduces new 
control laws for exploration and expansion to provide blanket 
coverage of an area, and 5) uses new metrics (coverage, 
formation, and connectivity effectiveness) for assessing the 
performance of the algorithm. These advantages were 
demonstrated in test cases for 0, 4, 6, and 8 interior offices in 
an enclosed building environment with and without signal 
degradation. The results have shown that broad coverage is 
achievable for an enclosed area with EVSM’s combined 
exploration and expansion control laws and adaptive springs. 

The mobile entities in the EVSM algorithm may have 
sensors added for detecting chemical, radioactive, or biological 
elements in the environment. Future work involves testing the 
EVSM algorithm in new and different environments with 
varying signal strengths and deployment sizes. New 
deployments where the mobile entities contain a mix of 
different characteristics and capabilities for achieving some 
desired goal will also be explored. 
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