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“Von Neumann told me, ‘You should call it entropy, for two reasons. In the first place your
uncertainty function has been used in statistical mechanics under that name, so it already has a

name. In the second place, and more important, nobody knows what entropy really is, so in a
debate you will always have the advantage’.” –Claude Shannon

Let A and B be families of subsets of {1, 2, . . . ,n}. We say that the pair (A,B)
is a recovering pair if the following two (symmetric) conditions hold for any
sets A,A ′ ∈ A and B,B ′ ∈ B:

• If A \ B = A ′ \ B ′, then A = A ′,

• If B \A = B ′ \A ′, then B = B ′.

In 1994, Gabor Simonyi made the Sandglass Conjecture: if (A,B) is a recov-
ering pair, then |A||B| 6 2n. In this talk, I’ll explain what this all means, what
is has to do with sandglasses, and how it relates to cancellative families of
sets. I’ll then give a brief introduction to Claude Shannon’s information theo-
retic entropy, first introduced in 1948, and use it to prove a weaker bound on
the Sandglass Conjecture. This elegant proof due to Holzman and Körner is
one of my favorites; despite not proving the conjecture in full (which remains
open today), it provides a nearly-best-known upper bound.
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